ABSTRACT
A substantial number of Medicare patients are at risk of opioid abuse. A Centers for Medicare and Medicaid Services (CMS) analysis identified approximately 225,000 beneficiaries who received potentially unsafe opioid dosing. Among the beneficiaries with the highest number of opioid prescriptions filled in 2012, 23 opioid prescriptions were filled at an average cost of $3500 per beneficiary. A key to understanding beneficiary data effectively is to identify high-risk geographic clusters by applying location analytics based on historical data, demographic data, and health trends. Location analytics blends health data and socio-economic data with geographic data to reveal the location of opioid abuse among the Medicare population. Specifically, location analytics that includes spatial econometric modeling (like the SPATIALREG procedure) combined with SAS® Visual Analytics on SAS® Viya® is a powerful and easy-to-use solution to identify high-risk spatial clusters. It can better equip government agencies to effectively allocate resources where they are needed most to protect beneficiaries as well as boost the integrity of the government programs intended to help them. This paper shows how to apply location analytics to find improper prescriptions made by Medicare. It uses SAS® data management, data exploration, modeling, and reporting capabilities to identify patterns and relationships in data that address risks in Medicare and ultimately ensure a timely and adequate response.

INTRODUCTION
In 2015, the number of opioid-related deaths exceeded 33,000 for the first time. Nearly half of these deaths involved prescription opioids. At first blush, statistics surrounding the opioid epidemic abound with numbers that shock and appear unbelievable.

In addition, the integrity of some United States Federal Government programs is under threat by the Epidemic since government programs, such as Medicare Part D, are at risk of being abused by illicit prescribing behaviors. Medicare Part D is the program that provides prescription drug benefits to U.S. citizens 65 and over. As noted in a recent OIG report, one in three Part D beneficiaries receive an Opioid. Furthermore, the Medicare Part D program has expanded significantly. From 2006 to 2015, total spending for Part D drugs increased by 167 percent, growing from $51.3 billion to $137 billion. This is the amount that the Government, beneficiaries, and plan sponsors paid to pharmacies for Part D drugs. In 2015 alone, total spending increased by $15.6 billion, marking the third consecutive year that spending increases surpassed $10 billion.

The rapid expansion makes the integrity of the program vulnerable. One area that was particularly hard hit by the opioid epidemic is Appalachia, because much of the population have been involved in blue collar work where pain management, and medication are part of daily life. The Appalachian Region is a 205,000-square-mile region that follows the spine of the Appalachian Mountains from southern New York to northern Mississippi. It includes all of West Virginia and parts of 12 other states: Alabama, Georgia, Kentucky, Maryland, Mississippi, New York, North Carolina, Ohio, Pennsylvania, South Carolina, Tennessee, and Virginia. Forty-two percent of the Region's population is rural, compared with 20 percent of the national population. Six percent of all Medicare prescription claims in the Appalachian Region are for opioids, compared to 5.3 percent for the United States as a whole.

The Region is also economically distressed. As previous research has indicated, poor areas such as those in Appalachia were allegedly targeted by pharmaceutical companies before the epidemic began. Due to the impact of the epidemic, Appalachia has experienced significant negative impacts to local health, economy, and communities.
Figure 1. Poverty among Appalachian Children and the Medicare Adult Population.\textsuperscript{19}

Figure 1 describes the poverty among the Appalachian children and the Medicare adult population. Since some of the communities have experienced a hollowing out of the young adult population due to opioids, their children are now being taken care of by grandparents. Figure 1 is an example of a link between the Medicare population and social determinates of health, such as poverty.

One of the goals of this analysis is to demonstrate through spatial econometrics how neighboring counties using Medicare in Appalachia are affected by the epidemic. It is well documented that certain counties (such as Mingo County in West Virginia) have been deluged by prescription drugs distributed by pharmaceutical companies.\textsuperscript{3}

How does it put not only Medicare beneficiaries at risk but the Medicare program?

In other words, how do questionable prescribing patterns leading to Medicare fraud, waste, and abuse ultimately result from geographic or socio-economic determinants. Is the opioid crisis largely a result of the conditions in which people are born, grow, live, work and age?

**BACKGROUND**

To answer these questions a firm understanding of the use case, the analytics lifecycle, and SAS capabilities is required. Figure 2 shows these three topics which are covered in detail moving forward. Special attention is paid to spatial econometrics to gain insights that will help government agencies. Spatial econometrics is the field where spatial analysis and econometrics intersect.

Figure 2. Use Case, Analytics Lifecycle, and Capabilities.
Further, because the Medicare Part D data in this study is geo-referenced, the SPATIALREG procedure from the SAS Econometric and Time Series (ETS) package will be used and supplemented with visualizations from SAS Visual Analytics and SAS Visual Statistics.

USE CASE: A CLOSER LOOK

The opioid epidemic has impacted the United States Federal Government across many dimensions such as public health research, health care regulation, law enforcement, down to patient-provider encounters (See Appendix A). This paper will focus on health economics to understand opioid prescribing rates among the Medicare Part D population.

Econometric analysis provides an excellent means to study the functioning of the Medicare Part D health care system and “health affecting behaviors” such as opioid addiction. More broadly speaking, health economists can offer substantive expertise and methods for inferring key relationships within government data. Their expertise includes how health markets behave and how policy affects markets and market-related behavior.

The use case focuses on the Medicare (Centers for Medicare and Medicaid Services) Part D market, which is unique in many ways:

- The population is typically 65 and older
- It covered 43.6 million beneficiaries in 2016
- Commonly abused opioids accounted for over $4B in Part D spending

As expected, the volume and complexity of the data in this market has been a challenge for the health care and data science community. The data is complex, cross-sectional, and longitudinal. The challenges are addressed with the use of SAS capabilities that can help traverse the entire analytics lifecycle in one single platform as shown in Figure 2.

A health economics approach in understanding the opioid epidemic within the context of Medicare Part D necessarily involves mention of supply and demand. Figure 3 demonstrates the relationship between poverty estimates and Medicare variables that represent supply (Part D opioid prescribers) and demand (Part D opioid claims). The SAS Visual Analytics Correlation Matrix can be used to understand a variety of government variables used in supply side analysis (left) and demand-side analysis (right) as shown in Figure 3. In both examples, understanding poverty estimates is important since this presents a liability for Medicare Part D’s low-income subsidies and cost sharing. In other words, Medicare low-income subsidies may be particularly vulnerable to abuse in areas with a high number of Part D prescribers or opioid claims.

Figure 3. Using the SAS Visual Analytics Correlation Matrix to Understand Government Variables

Recent publications have shown that parts of the Appalachia region, which are especially poor, have been flooded with prescription drugs. Several notable examples exist in Mingo County where a glut (over-
supply) could be especially pernicious in areas with a high number of prescribers involved with pill mills. Pill mills are places where doctors or unscrupulous providers hand out prescription drugs like candy. It is a term used primarily by local and state investigators to describe a doctor, clinic, or pharmacy that is prescribing or dispensing powerful opioids inappropriately or for non-medical reasons.

An over-supply of opioid prescriptions in a market or community is a risk to Medicare because it can increase the likelihood of questionable prescribing patterns and lead to the increased risk of fraud, waste, and abuse associated with Medicare reimbursements for prescription drugs.

Excess demand for opioid prescription drugs can also adversely impact the proper functioning of the Medicare system, especially when it, in the aggregate, is due to beneficiaries' illicit behaviors. Excess demand is likely an indication of Doctor Shopping and might be linked to increases in Medicare Part D opioid claims (as suggested earlier). As shown in Figure 4, Doctor Shopping occurs when an individual patient or beneficiary visits multiple providers or doctors to deceptively attain multiple prescriptions for controlled substances, such as opioids, and then visits multiple dispensers to acquire the opioids. This practice is not only against the law, but it also poses grave risks to those who engage in it, including legal penalties, addiction and overdose, not to mention the impact that this behavior has on their communities. Addiction and overdosing are especially noteworthy since the demand for opioids is inelastic—in other words, the demand for opioids will not change much if there is a change in price.\textsuperscript{18}

![Figure 4. Doctor Shopping](image)

Against the backdrop of these dynamic market forces lie the social fabric of Appalachian communities, a fabric that has been weakened by the opioid crisis. Social determinants have a significant impact on health outcomes. Social determinants of health are "the structural determinants and conditions in which people are born, grow, live, work, and age."\textsuperscript{4} They include factors like socioeconomic status, education, the physical environment, employment, and social support networks, as well as access to health care.

Social determinants not only help us understand the communities in which the Medicare population lives, but can help us to begin to identify geographic hotspots where health or policy interventions might be needed most. Hotspots can also lead investigators to areas where close examination of provider-patient interactions can be warranted.

This is also why predicting "hotspots" of high opioid prescribing rates where there is a possibly high supply and demand of opioids can be illuminating. To help gain this insight, SAS provides an analytics lifecycle as a framework to give analytic projects forward momentum.

**ANALYTICS LIFECYCLE**

The path forward in this research requires following the Analytics Lifecycle. For the purpose of producing a prototype, the analytics lifecycle consists of four phases:
• Data Management. In this phase, data is moved from one location to another using ETL (Extract, Transform, and Load) UI or User Interface components. For example, data can be extracted using API calls to a central repository, transformed long to wide for analytic processing, and loaded into memory for fast access to reports. APIs or Application Programming Interfaces are interfaces that enable communication between distributed applications.

• Data Explorations. This phase is the first step in data analysis and typically involves summarizing the main characteristics of a data set. It is commonly conducted using SAS Visual Analytics, but can also be done in more advanced statistical software, such as SAS Visual Statistics. Visual exploration helps the health economist understand what is in a data set and the characteristics of the data. These characteristics can include size or amount of data, completeness of the data, correctness of the data, possible relationships amongst data elements or variables in the data.

• Model Building. Model building is the process of developing a probabilistic model that best describes the relationship between the dependent and independent variables. The major issues are finding the proper form (linear or curvilinear) of the relationship and selecting which independent variables to include. Besides creating models, it’s also important to test and compare models to choose the best fitting one.

• Deploying Models and Reports. The champion model from the previous step can be applied to a data set in a process called deploying or scoring. The data as a result is enriched with additional variables that result from applying the model. This enriched data set can be used to produce reports and even dashboards to broadcast results to an entire organization. As in the case of Medicare opioid prescribing rates, key policy decisions can be made and evaluated.

The four phases are show in Figure 5 and ultimately transform data into insights.

![Figure 5. The Analytics Lifecycle](image)

It is also useful for developing prototypes as we have done in the Medicare opioid research. Prototyping is an essential part of some analytic methodologies such as Agile that promote the concept of continuous improvement or incremental iterations. It’s an essential step toward identifying and understanding project risks, gathering requirements, uncovering skills gaps, gaining technical understanding of the analytics problem, and mustering organizational support and resolving any conflicts. In Agile terminology, it allows
The content in this paper is meant to provide SAS customers enough material to build their own prototype and become more analytically mature using the three technologies in Figure 5: SAS Studio, which is a developmental web application for SAS that you access through your web browser; SAS Visual Statistics which offers a leading predictive analytics solution to explore data and build analytical models for a variety of use cases; and, finally, SAS Visual Analytics to allow users to publish reports very quickly to identify patterns, trends, and opportunities for further analysis through a variety of visualizations.

CAPABILITIES
As shown in this paper, an end-to-end solution was developed that followed the Analytics Lifecycle using SAS capabilities available on the SAS Platform. We covered all the steps of the analytics lifecycle in one integrated environment while emphasizing the following three attributes or characteristics of a quality analytics solution:

• **Ease-of-use.** The degree to which the analytics solution can be used by specified users to achieve quantified objectives with effectiveness, efficiency, and satisfaction all the while making analytics approachable.

• **Integrated and extensible.** Health care analytic solutions should take advantage of APIs that provide maximum flexibility for integration into custom processes and applications. SAS provides the platform to ensure that this is possible as well as bring together several sub-systems into one system so that the solution can deliver the overarching requirements and capabilities. In addition to linking different technologies into a coordinated whole, the SAS Platform takes future growth into consideration. This is the ability to extend the solution through the addition of new capabilities or the modification of existing capabilities. The central theme is to allow for change while minimizing impact to the existing solutions capabilities.

• **Insights.** This is achieved in two ways: through analytic models and visualizations. Models can use descriptive or predictive analytics techniques to gain knowledge from data. Graphs, charts, or maps can be used to visualize data to better understand trends and patterns in the data.

The SAS capabilities discussed are meant to demonstrate how the platform exemplifies each of these attributes.

**Ease of Use**
Drag-and-drop capabilities in a web interface and reusable software code driven by input variables to a coding interface make the SAS solution for Medicare analysis easy to use

• Macros are reusable SAS software components that are flexible and modular enough to be applied to a variety use cases. The GITHUB location for the macros in this paper can be found here:

  https://github.com/sasgovernment

Since macros only require assigning values to input variables in an interface to dynamically change the macros output, they are also easy to use.

• SAS Studio Custom Tasks are point-and-click user interfaces that guide the user through an analytical process. For example, tasks enable users to select as well as fit a spatial regression model. When a user selects a task option, SAS code is generated and runs on the SAS server. Any output (such as graphical results or data) is displayed in SAS Studio.
**Integrated and Extensible**

Several capabilities in the SAS platform facilitate the integration of the solution as well as make it extensible.

- **APIs** enable cross-platform integration by allowing applications that are written in various programming languages to communicate by using a standard web-based protocol. This functionality makes it possible for businesses to bridge the gap between different applications and systems.

- **Process Flow.** Underlying the SAS Platform is the SAS 4GL (Fourth Generation Language) that can be used to extend the capabilities of the SAS Platform to introduce new behaviors or capabilities to fulfill ever-changing requirements. One way to incorporate the SAS 4GL is through a SAS Studio process flow, which consists of one or more objects. Each object is represented by a node in the process flow. The process flow shows the relationship between two or more objects, such as a SAS program, a task, a query, and so on.

**Insights**

As mentioned, insights can be derived from models and visualizations. They are essential toward driving decisions based on data. But what components are needed to generate these insights for the Medicare Opioid use case?

- **Clustering.** Clustering is a method of data segmentation that puts observations into groups that are suggested by the data. It does this using an unsupervised machine learning algorithm called K-means clustering. The observations in each cluster tend to be similar in some measurable way, and observations in different clusters tend to be dissimilar. Observations are assigned to exactly one cluster. From the clustering analysis, you can generate a cluster ID variable to use in other models or visualizations. Clusters in the Medicare opioid use case were created to develop three county cohorts – distressed, at-risk, and competitive.

- **Spatial Regression.** The SPATIALREG (spatial regression) procedure analyzes spatial econometric models for cross-sectional data whose observations are spatially referenced or georeferenced. For example, Medicare opioid prescribing data that are collected from all 420 Appalachian counties fall into the category of spatially referenced data. Compared to nonspatial regression models, spatial econometric models are capable of handling spatial dependence and spillover effect in a regression setting. The SPATIALREG procedure requires a secondary data set called the Spatial Weights Matrix (WMAT) discussed below in the Methods section. It is useful for identifying spatial clusters or "hotspots" where government agencies can focus their attention.

- **County-level maps.** SAS Visual Analytics can be extended to include county-level polygons or choropleths for additional insights. County-level polygons allow for insights that would not be discernable with state level analysis. Specifically, they account for significant sub-state variation in data (for example, Virginia) where spatial clusters in one county might differ considerably from clusters elsewhere in the same state. County-level analysis also provides insights on trends and patterns that cut across state boundaries. Appalachia is one very good example: the region is an amalgamation of counties that often have more in common with each other than with other non-
Figure 6. Medicare Part D Opioid Prescribing Rates Shown Using SAS Visual Analytics

Through these capabilities, we will show how to cover all steps of the analytics lifecycle in one integrated environment built on the SAS Platform.

METHOD

We can use this end-to-end solution to answer many analytic questions including the following:

a) What “hotspots” or spatial clusters in Appalachia have a high opioid prescribing rate, which can indicate questionable prescribing practices by Medicare participants?

b) What are the factors that impact opioid prescribing rates?

These questions are based on the following agile user story:

As a (CMS) public health policy maker,

I want to determine which counties are most at risk of improper use of Part D prescriptions or questionable prescribing patterns,

so that I can better target limited (government) investigative resources (federal, state, and local) to those areas to maintain the integrity of the Medicare program and reduce the risk of fraud, waste, or abuse.
The resulting answers and requirements can direct government resources more efficiently to enact change. In addition, understanding the impact of social determinants and economic factors on opioid prescribing rates is crucial for Medicare management and policy making. To answer the two analytic questions above, the research conducted uses a variety of government data from the following sources:

- Chronic Conditions Warehouse (CCW). The CCW is a research database designed to make Medicare, Medicaid, Assessments, and Part D Prescription Drug Event data more readily available to support research designed to improve the quality of care and reduce costs and utilization.
- Behavioral Risk Factor Surveillance System (BRFSS). BRFSS is the nation's premier system of health-related telephone surveys that collect state data about U.S. residents regarding their health-related risk behaviors, chronic health conditions, and use of preventive services. It is run by the Centers for Disease Control and Prevention and conducted by the individual state health departments.
- U.S. Census Bureau. Census helps local officials, government leaders, and businesses understand the changes taking place in their communities. It is the premier source for detailed population and housing information about our nation.
- U.S. Bureau of Labor Statistics (BLS). BLS is the principal fact-finding agency for the federal government in the broad field of labor economics and statistics. The BLS is an independent national statistical agency that collects, processes, analyzes, and disseminates essential statistical data to the American public, the U.S. Congress, other federal agencies, state and local governments, business, and labor
- U.S. Department of Health and Human Services (HHS). HHS data are designed to be used by planners, policy makers, researchers, and others interested in the nation’s health care delivery system and factors that can impact health status and health care in the United States.
- Health Resources and Services Administration (HRSA). The Area Health Resources Files (AHRF) data are designed to be used by planners, policy makers, researchers, and others interested in the nation’s health care delivery system and factors that can impact health status and health care in the United States.

Data collected in this study are geo-referenced since observations are associated with counties and hence are categorized as spatial data. One of the inherent characteristics of spatial data is that observations are often closely correlated with each other and the strength of such correlation depends on the distance between two units in space. Spatial dependence distinguishes the analysis of spatial data from that of nonspatial data. Figure 6 shows Medicare Part D opioid prescribing rates in 2014, which suggests that there is spatial dependence in the data as values in neighboring counties are alike. If we ignore spatial dependence in the data and use regression techniques that are developed for nonspatial data, our parameter estimates and inference will be flawed. As a result, it is very important to have access to dedicated analytic tools when analyzing spatial data. Among the many disciplines that study spatial data, spatial econometrics accounts for spatial dependence and heterogeneity in spatial data in the regression setting $12, 13$.

There are three key components in spatial econometric modeling: 1) specification of spatial weights matrix; 2) model specification; 3) and model selection. In spatial econometric modeling, spatial weights matrix plays an important role because it characterizes neighbor relationship between two units and it is used to parameterize different forms of spatial dependence in the data. In practice, spatial weights matrices are created according to various criteria, such as contiguity, distance, and many more.

Model specification involves the choice of explanatory variables that go into the model and the choice of a particular type of model to be fit. Before the modeling process began, the framework shown in Figure 7 was developed to simplify and categorize the variable selection. Possible explanatory variables were segmented by the categories of Medicare, Community and Supply and Demand. The variable selection started like a backward stepwise approach. All variables in each model type were entered into the Spatial
Regression model. Then the variable that failed the t-test by the largest margin was removed. This continued through many iterations until the best explanatory variables rose to the surface.

**Figure 7. Three Types of Models**

To facilitate model specification, it is important to understand three different sources that spatial dependence can arise from: endogenous interaction effect, exogenous interaction effect, and the interaction among the error terms. The endogenous interaction effect means that the value of the dependent variable in one unit is impacted by that of the dependent variables in other units. For exogenous interaction effect, it refers to that the value of the dependent variable in one unit is impacted by that of explanatory variables in other units. In addition, interaction among the error terms describes that the value of the error in one unit is impacted by that of the error in other units.

As is common in many data analyses, we rarely know the true model from which the data at hand is generated. As a result, the spatial econometric analysis flow involves three steps. First, we start with a set of candidate models. Second, we choose the model that best describes the data according to certain criteria, for example, Akaike information criterion (AIC), Bayesian information criterion (BIC), and within-sample mean squared error (MSE). Third, we fit the best model to our data to obtain parameter estimates and draw some conclusions.

To address our analytic questions, we rely on the SPATIALREG procedure for our spatial econometric analysis since spatial econometric models are capable of handling spatial dependence in a regression setting. Dedicated to spatial econometric modeling for Gaussian spatial data, the SPATIALREG procedure supports a total of twelve models that are capable of modeling various forms of spatial dependence in the data. To aid with model selection, the SPATIALREG procedure allows users to fit multiple models at once.

In our analysis, the dependent variable is the county-level opioid prescribing rates. To satisfy the normality assumption underlying spatial econometric models, we used the logit transformation for our dependent variable. We consider the AIC criteria for model selection. In other words, the best model is
the model with smallest AIC among the models that we considered. In addition, MSE is provided for each model as a way of showing how each model fits the data.

**RESULTS**

Our goal is to better understand the Medicare beneficiaries, supply and demand (marketplace), and communities surrounding these opioid prescribing rates.

The Medicare/65+ model considers specific factors that impact the health of Medicare beneficiaries. Three factors that we consider are the logarithm of the number of residents enrolled in the Medicare Prescription Drug Plan (Log_MDCR_PDP_Enroll), the logarithm of the number of residents with disability(Log_PctDisable), and the logarithm of the number of residents who are 65 years old or elder (Log_Pop65). The logarithm transformation is considered for these three explanatory variables to ease interpretation and to make measurement comparable.

Figure 8 presents the model selection results for 12 Medicare/65+ models that were considered. According to Figure 8, the spatial Durbin moving average (SDMA) model has the smallest AIC and hence is identified to be the winning model. In addition, the SDMA model also fits the data well relative to other models according to MSE.

<table>
<thead>
<tr>
<th>Obs</th>
<th>Model</th>
<th>AIC</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SDMA</td>
<td>778.94229</td>
<td>0.36514</td>
</tr>
<tr>
<td>2</td>
<td>SDM</td>
<td>779.10150</td>
<td>0.36508</td>
</tr>
<tr>
<td>3</td>
<td>SDEM</td>
<td>779.22902</td>
<td>0.36514</td>
</tr>
<tr>
<td>4</td>
<td>SDARMA</td>
<td>780.93181</td>
<td>0.36520</td>
</tr>
<tr>
<td>5</td>
<td>SDAC</td>
<td>781.06728</td>
<td>0.36508</td>
</tr>
<tr>
<td>6</td>
<td>SMA</td>
<td>784.32313</td>
<td>0.37708</td>
</tr>
<tr>
<td>7</td>
<td>SARMA</td>
<td>784.45320</td>
<td>0.37704</td>
</tr>
<tr>
<td>8</td>
<td>SEM</td>
<td>784.63757</td>
<td>0.37711</td>
</tr>
<tr>
<td>9</td>
<td>SLX</td>
<td>784.72875</td>
<td>0.36510</td>
</tr>
<tr>
<td>10</td>
<td>SAR</td>
<td>785.74111</td>
<td>0.37740</td>
</tr>
<tr>
<td>11</td>
<td>SAC</td>
<td>786.39573</td>
<td>0.37703</td>
</tr>
<tr>
<td>12</td>
<td>Linear</td>
<td>791.45114</td>
<td>0.37633</td>
</tr>
</tbody>
</table>

**Figure 8. Model Selection Results for Medicare**

The parameter estimates from the SDMA model are shown in Figure 9. According to Figure 9, the significant findings from this model are:

- Each of the two variables Log_PctDisable and Log_Pop65 has a significant positive indirect effect on opioid prescribing rates at the 5% level.
- The variable Log_MDCR_PDP_Enroll has a significant positive direct effect and a significant negative indirect effect on opioid prescribing rates, both at the 5% level.
- The parameter _lambda is significant negative at the 5% level, which indicates that there is positive spatial dependence in the error terms after accounting for three explanatory variables.
Figure 9. Parameter Estimates from the SDMA Model for Medicare

The Supply and Demand model considers specific economic factors that might explain the marketplace for opioid prescriptions. The economic factors that we include in this model are: the logarithm of Medicare Fee for Service beneficiary emergency room visits in 2014 (Log_MDCR_ER_VISIT), the logarithm of the average HCC score in 2014 (Log_Avg_HCC), and the logarithm of the number of residents with disability (Log_PctDisable).

Figure 10 presents the model selection results for twelve Supply and Demand models that we considered. According to Figure 10, the spatial Durbin autoregressive moving average (SDARMA) model has the smallest AIC. However, this model has convergence issues and hence is excluded from model selection. As a result, we choose the spatial Durbin model (SDM) to be the best model since it has the smallest AIC among the remaining eleven models. In addition, the SDM also fits the data well relative to other models according to MSE.
The parameter estimates from the SDM are shown in Figure 1. According to Figure 1, the significant findings from this model are:

- The log of Medicare Beneficiary Emergency Room Visits was found to have a significant positive short run direct effect on opioid prescribing rates at the 5% level.
- The parameter _rho is significant positive at the 5% level, which indicates that there is a positive spatial dependency in the data.
The Community model uses social determinant factors to explain opioid prescribing rates. We consider four social determinant factors: the logarithm of the percentage of people with a Bachelor’s degree or above (Log_Bachelors), the logarithm of the percentage of people living in poverty (Log_Poverty_Per), the logarithm of the percentage of people used in Education, Health or Social Services (Log_Pct_EduHlth), and the logarithm of the percentage of people used in Manufacturing (Log_Pct_Manu).

Figure 12 presents the model selection results for twelve community models that we considered. According to Figure 12, the SDM has the smallest AIC. Based on the MSE, we note that the SDM model fits the data well due to its small MSE relative to other models.
The parameter estimates from the SDM model are shown in Figure 1. According to Figure 1, the significant findings from this model are:

- Both variables Log_Bachelors and Log_Pct_Manu have a significant positive short run direct impact on opioid prescribing rates at the 5% level.

- The parameter _rho is significant and positive at the 5% level, which indicates that there is a positive spatial dependency in the data.

**Figure 12. Model Selection Results for Community Models**

The parameter estimates from the SDM model are shown in Figure 13. According to Figure 13, the significant findings from this model are:

<table>
<thead>
<tr>
<th>Obs</th>
<th>Model</th>
<th>AIC</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SDM</td>
<td>768.68818</td>
<td>0.34927</td>
</tr>
<tr>
<td>2</td>
<td>SDARMA</td>
<td>769.25926</td>
<td>0.34680</td>
</tr>
<tr>
<td>3</td>
<td>SDMA</td>
<td>769.56626</td>
<td>0.35037</td>
</tr>
<tr>
<td>4</td>
<td>SDM</td>
<td>769.87056</td>
<td>0.35036</td>
</tr>
<tr>
<td>5</td>
<td>SDAC</td>
<td>770.45211</td>
<td>0.34873</td>
</tr>
<tr>
<td>6</td>
<td>SLX</td>
<td>771.33869</td>
<td>0.35030</td>
</tr>
<tr>
<td>7</td>
<td>SARMA</td>
<td>785.01446</td>
<td>0.37732</td>
</tr>
<tr>
<td>8</td>
<td>SMA</td>
<td>789.10966</td>
<td>0.37905</td>
</tr>
<tr>
<td>9</td>
<td>SEM</td>
<td>789.39550</td>
<td>0.37925</td>
</tr>
<tr>
<td>10</td>
<td>SAC</td>
<td>789.95917</td>
<td>0.38078</td>
</tr>
<tr>
<td>11</td>
<td>SAR</td>
<td>790.23984</td>
<td>0.37795</td>
</tr>
<tr>
<td>12</td>
<td>Linear</td>
<td>794.78456</td>
<td>0.37753</td>
</tr>
</tbody>
</table>
To assess the in-sample predictive performance of our models, we compute on the ratio of predicted opioid prescribing rates to observed opioid rates. For the three best models identified by AIC, the plots for the ratio of predicted opioid prescribing rates to observed opioid rates have identical color scheme for the ratio scale provided in Figure 15. According to Figure 14, we conclude that all three models fit the data fairly well. Furthermore, we note some poor predictions associated with counties on the borders, which might be due to the edge effect.
Figure 14. Plot of the Ratio of Predicted to Observed Opioid Prescribing Rates

<table>
<thead>
<tr>
<th>Color</th>
<th>Color Name</th>
<th>Value Range</th>
<th>Prediction Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red</td>
<td>Red</td>
<td>Ratio&lt;.8</td>
<td>Poor</td>
</tr>
<tr>
<td>Orange</td>
<td>Orange</td>
<td>.8-.9</td>
<td>Fair</td>
</tr>
<tr>
<td>Light Orange</td>
<td>.9-1</td>
<td>Good</td>
<td></td>
</tr>
<tr>
<td>Light Blue</td>
<td>1-1.1</td>
<td>Good</td>
<td></td>
</tr>
<tr>
<td>Blue</td>
<td>Blue</td>
<td>1.1-1.2</td>
<td>Fair</td>
</tr>
<tr>
<td>Dark Blue</td>
<td>Dark Blue</td>
<td>Ratio&gt;1.2</td>
<td>Poor</td>
</tr>
</tbody>
</table>

Figure 15. Color Scheme for the Ratio of Predicted to Observed Opioid Prescribing Rates
CONCLUSIONS

Although the ‘true’ model for opioid prescribing rates will always remain elusive, these three models provide us with different lenses to look at the opioid prescription rate in the Medicare Part D population. The results suggest that for the Medicare, Supply and Demand, and Community models that we considered, spatial econometric models outperform the purely linear regression models according to the model selection criterion.

From the Medicare/65+ model, we found that both Log_Pop65 and Log_PctDisable have a significant indirect effect on opioid prescribing rates at 5% level, which indicates local spillover effects. In other words, the opioid prescription rate in one county is affected by the number of residents who are 65 years old or elder and the number of residents with disability in its neighboring counties. Moreover, the number of residents enrolled in the Medicare Prescription Drug Plan is found to have a positive direct effect on opioid prescribing rates.

From the Supply and Demand model, we understand that Medicare emergency room visits has a short run direct impact on the opioid prescription rate. In addition, the best model identified according to AIC suggest positive spatial dependence in the data, which necessitates the need for spatial econometric modeling.

The Community model showcases the need for spatial regression in our analysis due to positive spatial dependence in the data. We also found that counties with more educated residents and more residents employed in manufacturing tend to have higher opioid prescribing rates.

The Supply and Demand and Community models deserve particular attention since they suggest that economic and social determinants of health play a particularly significant role in opioid prescribing rates (as noted by their AIC result). The indirect effect of the percentage of people living below the poverty line on opioid prescribing rates would have remained hidden if not for spatial regression techniques. Further research is required to determine whether the low-income subsidy benefit is working as desired, however the results shown above provide some evidence that it is impacting high poverty areas.

Armed with the analytics lifecycle, spatial regression techniques and these insights, Medicare policy makers have a framework to analyze and understand opioid prescribing rates within a geospatial context to target limited government resources efficiently.
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APPENDIX A

The health economics research in this paper is part of a larger Health Care Analytics for Government framework.