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Chapter 1
Overview of Clinical Trials in Support of Drug Development

1.1 Introduction
Clinical testing of a drug to support its marketing authorization is often characterized by four phases. Here, we use the word “drug” broadly for a drug or a biologic. Three of the four phases are before the drug is marketed (pre-marketing) and one is afterwards (post-marketing). During the first phase (phase I), researchers investigate what the human body will do to a drug in terms of drug absorption, distribution, metabolism and excretion. The investigation is typically conducted in healthy human volunteers, except for cytotoxic drugs. For cytotoxic drugs, phase I is often conducted in patients with very few therapeutic options due to the anticipated toxicities and uncertainty about a drug’s benefits. When a drug is designed to target a receptor or induce a certain biomarker response, phase I trials can sometimes investigate what the drug does to the body. Phase I investigation usually consists of single-dose and multi-dose escalations to understand the common adverse reactions of a drug and what would be the drug’s dose-limiting toxicities. If the drug’s safety profile is judged to be acceptable relative to its potential (and yet to be observed) benefit at this stage, the development will progress to the
second stage (phase II) with a recommended dose range. The number of volunteers
included in phase I testing normally ranges between 20 and 80, but could be higher if
phase I includes an assessment of the drug’s mechanism of action or an early
investigation of the drug’s efficacy.

The second phase focuses on a drug’s efficacy in patients with a targeted disorder.
Clinical trials at this stage are also designed to determine dose(s), whose benefit-risk
profile warrants further investigation in a confirmatory setting. Multiple doses within the
dose range identified from phase I are typically studied during this phase. Occasionally,
a sponsor may have to conduct more than one study if the doses chosen in the initial
dose-response study are not adequate to estimate the dose-response relationship. This
could occur if the doses selected initially are too high (e.g. near the plateau of the dose-
response curve). To reduce the chance of having to repeat a dose-response study, it is
generally recommended to include 4-7 doses in a wide dose range (the ratio of the
maximum dose to the minimum dose ideally will be at least 10) in the dose-finding
study. The analysis of a dose-finding study should focus on modeling the dose-response
relationship instead of making pairwise comparisons between each dose and the control
[1].

Phase II is typically the time when researchers first learn about the beneficial effect of a
drug. It also has the highest attrition rate among the three pre-marketing phases.
Therefore, if a drug is not a viable candidate, it is best to recognize this fact as soon as
possible. This objective plus fewer regulatory requirements at this stage offer
opportunities for out-of-the-box thinking. For example, some developers have divided
phase II into two stages. The first stage tests the proof of concept (POC) of the drug,
using a high dose (e.g., the maximum tolerated dose identified in phase I) to investigate
a drug’s efficacy. If the drug does not demonstrate a clinically meaningful efficacy
compared to the control in the POC study, there will be no need to conduct a dose-
response study. Otherwise, the drug will be further tested in a dose-ranging study. This
two-step process is often referred to as phase IIa and phase IIb (see, for example, [2]). To
streamline work that is required to initiate sites and obtain approvals from multiple
institutional review boards, some sponsors combine POC and dose-response studies in
one protocol with an unblinded interim analysis at the end of the POC stage. The
sponsor will review results from the POC stage but use only data from the second stage
to estimate the dose-response relationship. This strategy has the potential to reduce the
so-called “white space” between phase IIa and phase IIb where the POC would be fully
evaluated first and then the dose-response study would be planned.

Depending on the target disorders, phase II testing traditionally consists of 100-300
patients. Despite strong advocacy by researchers like [2] to use a modeling approach to
analyzing dose-response data, some sponsors continue to rely on pairwise comparisons
to design and analyze dose-response studies. There has been renewed emphasis that the
selection of dose(s) is an estimation problem, and that this problem could be addressed
more efficiently by using a modeling approach [3]. In addition, Pinheiro et al. have
shown that even 300 patients in a dose-ranging study may not be enough to adequately
identify the optimal dose based on a pre-set criterion [4].

If a drug meets the efficacy requirement and passes the initial benefit-risk assessment, it
will be further tested to confirm its efficacy. This is the final stage of clinical testing
before most drugs receive regulatory approval for marketing. This phase (phase III)
enrolls a greater number of patients who are more heterogeneous in their demographic
and baseline disease status. It is also at this stage that the majority of pre-marketing
safety data are collected. Since a major objective of phase III is to confirm a drug’s
effect, analyses focus on testing pre-specified hypotheses with adequate control for the
chance of making an erroneous claim of a positive drug effect. Operations at this stage
require protecting a trial’s integrity carefully so that trial results could be interpreted with
certainty. The number of patients included at this stage typically ranges between 1,000
and 5,000. Drugs for orphan diseases will enroll much fewer patients while drugs that
are designed to reduce the risk of a clinical endpoint may require thousands, if not tens
tens of thousands of patients. In addition, more patients will be needed if the drug is
developed for multiple disorders simultaneously. An example for developing multiple
indications simultaneously is antibiotics.

After a drug’s effect is confirmed and benefit-risk assessment supports its use in the
target population, the manufacturer of the drug will file a marketing application with
regulatory agencies, typically in multiple countries. Nearly all applications are for the
adult population initially. If the product is expected to be used in the pediatric
population, a manufacturer will often have an ongoing pediatric development program or
have a plan to initiate pediatric trials at the time of the initial marketing application. The
marketing application may be for a single indication or for multiple indications. If the
application is approved, the drug will be commercially available to the public. A
manufacturer could choose to conduct additional studies to further test the drug in the
indicated population(s), or in pediatric patients with the indicated disorder(s), or
comparing the drug head-to-head with an approved drug for the same disorder(s), or for
additional usages. Sometimes, a manufacturer conducts post-marketing studies to meet
regulatory requirements as a condition for the marketing approval. This phase is often
referred to as phase IV.

Another way to characterize the four phases of drug development is by the type of
studies that are conducted during these 4 phases [5]. The types of studies conducted can
be described as human pharmacology studies (phase I), therapeutic exploratory studies
(phase II), therapeutic confirmatory studies (phase III), and therapeutic use studies
(phase IV).

There are notable exceptions to the process described above. Many cancer drugs were
initially granted accelerated approval based on tumor response rates observed in phase II
trials. Some of the phase II trials may be single-arm studies. A condition for the
accelerated approval is that the observed efficacy in phase II needs to be confirmed in
randomized phase III trials. Depending on the type of cancer, the endpoint used in phase
III trials can be progression-free survival or overall survival. When overall survival is
not the primary endpoint in a phase III study, regulators often require that the new drug
does not compromise overall survival. Drugs used to treat rare diseases could be
approved based on phase II results also. The development pathway for each drug
requires careful planning with input from regulatory agencies.

On 09 July 2012, the US Congress signed the Food and Drug Administration (FDA)
Safety and Innovation Act. The Act allows the FDA to designate a drug as a
breakthrough therapy if (1) the drug, used alone or in combination with other drugs, is
intended to treat a serious or life-threatening disease or condition; and (2) preliminary
clinical evidence indicates that the drug may demonstrate substantial improvement over
existing therapies on at least one clinically significant endpoint. A manufacturer can
submit the breakthrough designation request to the FDA for their drug and the agency
has 60 days to grant or deny the request. Once a drug is designated as a breakthrough
therapy, the FDA will expedite the development and review of such drug. The
breakthrough designation can be withdrawn after granting [6].

Drug development has always been a high-risk enterprise. The success rate of
developing an approved drug has decreased in recent years [7-9]. In 2004, the FDA in
the United States (US) issued a Critical Path Initiative Document, in which the FDA
quoted a “current” success rate of around 8% and a historical success rate of 14% [10].
To help lift the stagnation around drug development, the FDA encouraged innovations in
many areas of drug discovery, development, and manufacturing. In the area of clinical
development, the FDA encouraged, among several things, more efficient clinical trial
designs. While looking for more efficient study designs has always been an area of
intense research interest for many scientists, the need to look for new design options has
accelerated since 2004. A class of designs beyond the traditional group sequential design
has emerged from these efforts. A common feature of these designs is to use interim data of a trial to modify certain aspects of the trial so that the trial can better address the questions it is designed to answer.

In “1.2 Evolution of Clinical Trials and the Emergence of Guidance Documents” on page 4 through “1.5 Widespread Research on Adaptive Designs Since the Turn of the 21st Century” on page 9, we discuss the evolution of clinical trials conducted to evaluate drugs. The evolution began with fixed trials, often done in a single or a few centers, to the more complex multi-center adaptive trials conducted by many manufacturers today. Group sequential design, which is an adaptive design, emerged in the early 70s. As the trial community began to embrace group sequential design in the 80s, researchers also began to develop designs using continual reassessment methods to search for the maximum tolerated dose in phase I cancer trials. Sample size re-estimation, both blinded and unblinded, was developed in the 90s and early part of the 21st century. During the first decade of the 21st century, significant efforts were dedicated to adaptive dose-ranging studies. Many of these designs are discussed in great detail in this book with companion SAS code to assist in their implementation.

As treatment became more personalized, adaptive designs have been proposed to help select the patient population for whom a new drug may be more effective. As better computational tools became more readily available, designs that incorporate information outside of the trial using Bayesian methodology have been explored and implemented. Despite the tremendous progress made over the past three decades, many challenges and opportunities in designing, conducting, and analyzing adaptive trials remain. We discuss some of them in “1.6 Opportunities and Challenges in Designing, Conducting, and Analyzing Adaptive Trials” on page 11.

We conclude this chapter with a discussion of the future adaptive trials to support drug development in “1.7 The Future of Adaptive Trials in Clinical Drug Development” on page 13.

1.2 Evolution of Clinical Trials and the Emergence of Guidance Documents

It took the pharmaceutical industry many years to reach the relatively mature state of drug development today. In 1962, the US Congress passed the Kefauver-Harris (KH) Amendment to the Federal Food, Drug, and Cosmetic Act of 1938 [11]. The amendment required drug manufacturers to prove the effectiveness and safety of their drugs in adequate and well-controlled investigations before receiving marketing approvals. Prior to the amendment, a manufacturer did not have to prove the effectiveness of a drug before marketing it.

It is not hard to imagine what drug manufacturers had to go through to comply with the KH Amendment initially. Thanks to the large polio vaccine trials in the 50s and 60s, the medical community was generally aware of the importance to randomize trial subjects in order to assess the effect of a new treatment against a comparator when the Amendment took effect. Still, the early randomized and controlled trials conducted by manufacturers were relatively simple and often took place in a single center or a few centers. It was not unusual for investigators to analyze data collected at their sites at that time. This practice began to change as drug companies began to employ statisticians in the mid 60s. Industry statisticians were initially hired to develop randomization codes and analyze data. It took several years for industry statisticians to get involved in designing drug trials. All early industry-sponsored trials used fixed designs, meaning that once a trial was started, the trial would continue until the planned number of patients was enrolled. While a trial could be stopped for safety reasons, there was no chance to stop the trial
early for efficacy, for futility, or to make modifications to the trial based on unblinded interim results. The concept of a pre-specified statistical analysis plan, signed off prior to database lock, did not exist.

While drug companies took steps to develop infrastructure for adequate and well-controlled trials, the National Institutes of Health (NIH) in the US led the way in increasing the standards for the design and conduct of clinical trials. In the 60s and 70s, the National Heart Institute within the NIH launched several ambitious projects to understand and manage an individual’s risk for cardiovascular events. Randomized trials launched for this goal were typically large and required enrollment at multiple sites for the trials to complete within a reasonable time period. This practical need began the era of multi-center trials. Besides recruiting at a faster pace, multi-center trials allowed trial findings to generalize more broadly to the target population because trial results came from many investigators.

Even though the NIH provided oversight to these early multi-center cardiovascular trials sponsored by the Institute, statistical leadership at the NIH realized the need for a more organized way to monitor such trials and to potentially terminate the trials early for non-safety-related reasons. For example, it would be unethical to continue a trial if interim data clearly demonstrated one treatment was much better than the other. The same statistical leaders also recognized that by looking at trial data regularly and allowing the trial to stop early to declare efficacy, one could inflate the overall type I error rate. The above thinking led to the formation of a committee to formally review, at regular intervals, accumulating data on safety, efficacy, and trial conduct. The proposed committee is the forefather of the data monitoring committee (DMC) as it is known today [12]. The experiences led to the Greenberg Report in 1967, which was subsequently published in 1988 [13]. The Greenberg Report discusses the organization, review, and administration of cooperative studies. Another document of historical importance is the report from the Coronary Drug Project Research Group on the practical aspects of decision making in clinical trials [14]. The need to control the overall type I error rate due to multiple testing of the same hypothesis motivated statistical researchers at the NIH and elsewhere to initiate research on methods to control the type I error rate in the presence of interim efficacy analyses.

Pharmaceutical companies began testing cardiovascular drugs and cancer regimens in the late 70s. Following the NIH model, drug companies recruited patients from multiple centers. It did not take long for multi-center trials to become the standard for clinical trials to evaluate drugs in other therapeutic areas also. Furthermore, it was a common practice by the 90s to have a DMC for an industry-sponsored trial with mortality or serious morbidity as the primary endpoint.

Many regulatory guidance documents were issued in the 80s and 90s. For example, the Committee for Proprietary Medicinal Products (CPMP) in Europe issued a guidance entitled “Biostatistical Methodology in Clinical Trials in Applications for Marketing Authorisations for Medicinal Products” (December, 1994). The Japanese Ministry of Health and Welfare issued “Guidelines on the Statistical Analysis of Clinical Studies” (March, 1992). The US FDA issued a guidance entitled “Guideline for the Format and Content of the Clinical and Statistical Sections of a New Drug Application” (July, 1988).

To help harmonize the technical requirements for registration of pharmaceuticals for human use worldwide, regulators and representatives from the pharmaceutical industry in Europe, Japan, and the US jointly developed common scientific and technical aspects of drug registration at the beginning of the 90s. The collaboration led to the formation of the International Conference on Harmonisation (ICH) and the publication of many guidance documents on quality, safety, and efficacy pertaining to drug registration. ICH issued a guidance document on statistical principles for clinical trials (ICH E9) for adoption in all ICH regions in 1998 [15]. ICH E9 drew from the respective guidance documents in the three regions mentioned above.
At the time that ICH E9 was issued, group sequential design was the most commonly applied design that included an interim analysis. ICH E9 acknowledges that changes in inclusion and exclusion criteria may result from medical knowledge external of the trial or from interim analyses of the ongoing trial. However, E9 states that changes should be made without breaking the blind and should always be described by a protocol amendment that covers any statistical consequences arising from the changes. E9 also acknowledges the potential need to check the assumptions underlying the original sample size calculation and adjust the sample size if necessary. However, the discussion on sample size adjustment in E9 pertains to blinded sample size adjustment that does not require unblinding treatment information for individual patients.

In 2007, the Committee for Medicinal Products for Human Use (CHMP, previously the CPMP) of the European Medicines Agency published a reflection paper on adaptive designs for confirmatory trials [16]. In 2010, the US FDA issued its own draft guidance on adaptive designs [17]. Both guidances caution about operational bias and adaptation-induced type I error inflation for confirmatory trials. The US draft guidance places adaptive designs into two categories: generally “well-understood” and “less well-understood” designs. “Less well-understood” adaptive designs include dose-selection adaptation, sample size re-estimation based on observed treatment effect, population or endpoint adaptation based on observed treatment effect, adaptation of multiple design features in one study, among others. It has been more than five years since the publication of the draft guidance and much knowledge has been gained on designs originally classified as “less well-understood.” As experience accumulates, we expect some of the “less well-understood” designs will become “well-understood”.

1.3 Emergence of Group Sequential Designs in the 70s and 80s

While the theory of group sequential design dates back to 1969, actual application began in the 1970s [18,19]. Canner notes the early evolution of applying multiplicity-adjusted analyses along with an external monitoring board in the Coronary Drug Project (CDP) [20]. For the first two years of CDP, investigators were informed of interim data by treatment group. Subsequently, perhaps the first external data and safety monitoring committee (DSMC) was formed to be the only reviewers of data summary by treatment group for the remainder of the trial. This trial also had what we now might call an executive committee (termed the CDP Policy Board then) that was charged with acting on DSMC recommendations. While formal stopping rules were not in place, there was an awareness of multiplicity issues associated with multiple active treatment groups and analyses at multiple time points, which may have resulted in an overall type I error rate on the order of 30% to 35%, if nominal Z-value cutoff for a two-sided significance level of 0.05 had been used repeatedly.

DeMets, Furberg and Friedman note that the Greenberg Report ensured that all cooperative group studies funded by the National Heart Institute and its successors had a separate monitoring committee to review interim results [21, p5]. A commonly cited example is the BHAT trial that began in 1978 and employed an O’Brien-Fleming boundary for group sequential monitoring of efficacy every 6 months [19]. The trial was stopped in 1981 after the O’Brien-Fleming efficacy boundary was crossed at an interim analysis.

Several papers summarize the early data-monitoring practice at one of the National Cancer Institute’s cooperative groups, the Southwest Oncology Group (SWOG) [22,23]. They note that prior to 1984, unblinded interim results were routinely shared with study investigators and often published. The philosophy at the time was that those responsible
for the study should also be involved in the interim evaluations of safety and efficacy. Cancer researchers felt that the model of independent DMCs used in other NIH institutes was not feasible in trials conducted by the cancer cooperative groups [22]. There were noted examples where interim results were later reversed and situations where studies could not be completed due to the public sharing of interim results. As a result, starting in 1985, SWOG established a formal DMC. While toxicity was still shared with investigators in an unblinded fashion, formal group sequential stopping rules for efficacy were implemented using either Haybittle-Peto or O’Brien-Fleming bounds [24-26]. Interim efficacy results were reviewed by the DMC only.

Jennison and Turnbull provide a brief history of the theory and methods for sequential and group sequential designs, including citations for more complete histories [27, pp 5-11]. They note the work of Pocock as a key motivator for the use of group sequential designs by providing “clear guidelines for the implementation of group sequential designs attaining type I error and power requirements” [28]. The commonly used O’Brien and Fleming stopping rules came shortly thereafter, followed by developments that allow more flexible timing of interim analyses, such as the spending function methods of Lan and DeMets [26,29]. Pampallona and Tsiatis use boundary families to allow early stopping based on futility in demonstrating superiority of a new therapy over a standard [30]. Pampallona, Tsiatis and Kim extend the work of Pampallona and Tsiatis [31].

The 90s also saw aggressive pursuits of drugs to treat patients with the human immunodeficiency virus (HIV). The urgency in developing promising medicines provided a strong incentive for early monitoring of HIV trials for efficacy. This was supported by the cooperative groups and pharmaceutical industry, which was engaged in HIV trials, by patient advocacy groups, and by regulators at the FDA [32]. Finkelstein notes, for example, that the AIDS Clinical Trial Group trial #981 initiated in 1989 applied a one-sided group sequential boundary based on the Lan-DeMets spending function approximation to an O’Brien-Fleming design [33].

One of the authors of this chapter worked at Centocor in the 90s. We share two Centocor development programs as an example to illustrate the move to group sequential design by an industry sponsor [32]. Both programs were to develop monoclonal antibodies to treat conditions that had irreversible consequences for patients. The conditions had few treatment options and, therefore, represented an urgent unmet medical need. As such, studies that investigated new treatment options merited interim monitoring to determine when study objectives had been achieved or if risk was excessive. In a first pivotal trial for one program, FDA reviewers felt that the company had not adequately documented that an interim change in the statistical analysis plan was made without incorporating information from unblinded interim results and, therefore, asked the company to perform a second pivotal trial. The second pivotal trial was unsuccessful when excess mortality was demonstrated at its first interim analysis. In a subsequent program, group sequential designs were incorporated into trials studying the effect of abciximab (a potent platelet inhibitor) to prevent acute ischemic events in patients undergoing coronary interventions. Three trials (EPIC, EPILOG, and CAPTURE) were conducted in the abciximab program. Both EPIC and EPILOG compared two abciximab-containing treatments to a standard therapy while CAPTURE was a two-arm trial [34-36]. The treatment regimens studied, particularly in the first trial (EPIC), had the potential for both substantial efficacy and substantial risk and thus merited interim monitoring for both safety and efficacy. EPIC proceeded past interim analyses and demonstrated efficacy at the final analysis. EPILOG and CAPTURE were stopped early due to demonstrated efficacy at interim analyses. These trials were all performed as industry collaborations with academic research organizations who were experienced in randomized clinical trials. All trials used independent external DMCs. Innovations to accommodate comparisons of multiple experimental arms were
achieved with modifications of the freely available FORTRAN programs from the University of Wisconsin [37].

Many statisticians found career opportunities in the pharmaceutical industry in the 90s. The influx of statisticians to the industry greatly expanded in-house statistical support to clinical trials. Statisticians’ presence and the establishment of ICH helped increase the rigor of industry-sponsored clinical trials. In addition to contributing to the design, conduct, analysis, and interpretation of clinical trials, pharmaceutical statisticians also engaged in methodology research to help make the drug development process more efficient.

Group sequential designs are covered extensively in Chapter 2.

1.4 Emergence of Adaptive Designs in the 90s

Sequential and group sequential designs are a special kind of adaptive designs. While group sequential designs originated in the 60s, one can probably credit Bauer’s work as the origin of what some refer to today as adaptive design [38]. Bauer first described sample size adaptation based on results of an unblinded interim analysis [38]. Bauer and coauthors gave a historical overview of the history of confirmatory adaptive designs over the 25 years since 1989 [39]. They describe the early days of adaptive design research, review the key methodological concepts, and summarize regulatory and industry perspectives on adaptive designs. The overview includes an extensive list of references (178 of them) and discusses the concepts of conditional power, conditional error and combination tests as the cornerstones for many approaches. It concludes with a critical review of how expectations from the beginning of the adaptive design journey were fulfilled, and it discusses potential reasons why the expectations were not fulfilled in some cases. Another good reference for adaptive designs is the book edited by He, Pinheiro and Kuznetsova [40].

Major reasons for adaptations include: (1) adapting sample size because of uncertainties concerning design parameters (variability, background rate, treatment effect) at the planning stage; (2) choosing among multiple possible treatments; and (3) adapting to a subpopulation where study treatment is the most effective. Choosing among treatments includes selecting doses in dose-finding studies and selecting among different treatment regimens. Both types of treatment selection are covered in this book.

Initial research on adaptive designs focused heavily on modifying sample size of a clinical trial. Sample size adaptation is discussed in great detail in Chapter 3. Early methods use conditional power [38,41,42]. These approaches led to discussions regarding design efficiency, which in turn led to improvements such as the promising zone design [43,44]. While there are other techniques for sample size adaptation, not all of them have received the same level of software support as have methods based on conditional error/combination tests. Examples include optimized sample size adaptation methods [45-48].

One approach is to use information-based group sequential design to adapt sample size [49]. Wan and coauthors suggest a relatively efficient sample size adaptation allowing only one alternative sample size in order to limit potential reverse engineering that could produce an estimate for the interim treatment effect [48,50]. This strategy is implemented using the promising zone code of Chapter 3 by setting the conditional power needed to adapt very high and setting an appropriate maximum sample size.

Another class of adaptive methods that emerged early focuses on response-based adaptive randomization. Response-based adaptive randomizations such as play-the-winner or randomized play-the-winner were proposed as early as the 60s and 70s.
This class of adaptive randomization is discussed in Chapters 9 and 10. As noted by the authors for those two chapters, response-based adaptive randomization can be particularly valuable in studies where patients have a high risk of significant short-term outcomes, allowing a study to focus on the most effective treatments. While Chapter 10 focuses on binary outcomes, it references the broader applications of adaptive randomizations in the monograph by Hu and Rosenberger [53].

1.5 Widespread Research on Adaptive Designs Since the Turn of the 21st Century

1.5.1 Early Phase Oncology Designs

For many oncology development programs, the first clinical trials in humans are in cancer patients with a primary objective to estimate the maximum tolerated dose (MTD). A review paper by Le Tourneau et al. provides an overview of dose escalation methods for phase I oncology trials [54]. A 3+3 design has traditionally been used and continues to be used to estimate the MTD by some sponsors. A 3+3 design tests 3 patients at a dose initially. If none of the 3 patients has what is referred to as a dose limiting toxicity (DLT), the next higher dose will be studied. If 2 or more out of 3 patients have a DLT, the dose is considered toxic and will be excluded from further consideration. If 1 out of the first 3 patients at a dose has a DLT, another 3 patients will be enrolled at the same dose. If no more patients among the new cohort have the DLT, the dose is considered tolerable and the study can escalate to the next dose. Otherwise, the dose is considered intolerable and will be excluded. Once an intolerable dose is identified, if the dose below it has only been studied in 3 patients, another 3 will be given the same dose. If more than 1 patient has a DLT, then the dose is considered toxic and excluded. The maximum tolerated dose is the highest dose studied that was not discontinued per the algorithm above. Once an MTD is determined, some trials employing the 3+3 design will enroll additional patients (e.g. 12 or 24) at the MTD to investigate early signs of efficacy. Dose-escalation under the 3+3 design algorithm, while safe, often escalates through doses slowly and could be ineffective in finding an MTD.

One popular approach that has been proposed to improve upon the algorithm-based 3+3 design is the continual reassessment method (CRM) [55]. This approach is covered in Chapter 5 with further developments and SAS programs to support implementation. CRM is a Bayesian dose-finding method that adapts the up-and-down dose selection during a trial based on a modeled dose-toxicity curve. Another alternative to the 3+3 design is the modified toxicity profile interval proposed by Ji et al. [56]. The latter makes dose adjustments based on a table that can be generated at the beginning of the study according to a specified target DLT rate. The dose adjustment decisions have been implemented in Excel by Ji and coauthors.

1.5.2 Multiplicity in Adaptive Designs

Multiplicity arises frequently in multi-stage trials when conclusions may be based on interim data. For confirmatory trials, it is important to strongly control the overall type I error rate over multiple hypotheses tested or the number of times a hypothesis is tested. While solutions to some of these problems appeared in the 80s and 90s [27,Ch 15 and 16], a simple way to consider this for group sequential trials is to use a generalization of graphical methods for strong type I error control [57]. The graphical approach has also been extended to adaptive group sequential designs in Sugitani, Bretz, and Maurer [58].
Multiplicity also arises when researchers attempt to identify a subpopulation that experiences a better response (or experiences less side effects) to a treatment. Subpopulations could be defined by disease state at baseline or by a proteomic or genetic biomarker. Chapter 11 offers an extensive literature review on population enrichment designs and discusses enrichment strategies from a frequentist, Bayesian or a frequentist-Bayesian hybrid perspective.

### 1.5.3 Formation of the Adaptive Design Working Group

The intense interest in adaptive designs during the first decade of the 21st century motivated the formation of an Adaptive Designs Working Group (ADWG) in the spring of 2005 [59]. This was a collaboration that included contributions from industry, academia and regulatory authorities. Other than the group sequential design, adaptive design was still a relatively new concept for many drug companies at that time. Operational support such as randomization and drug supply management to support adaptive trials was not available in many organizations then. Furthermore, regulatory acceptance of the new adaptive designs was generally unknown. The objectives of the ADWG were to foster and facilitate wider usage and regulatory acceptance of properly designed and executed adaptive trials to support product development through a fact-based evaluation of the benefits and challenges associated with these designs [60]. The Group was initially sponsored by the Pharmaceutical Research and Manufacturers of America (PhRMA). In order to address the many aspects related to the design and implementation of adaptive trials, ADWG initiated many workstreams to kick off a broad range of activities. The activities included sponsoring workshops, giving short courses, and publishing research and consensus papers. A workstream on regulatory interactions reached out to regulators to discuss best adaptive design practice and share experience from implementing such designs [61]. A seminal white paper on best practice for adaptive trials was published by the Group in 2009 [62]. Workstreams that completed their objectives were sunset. New workstreams were initiated to tackle emerging issues.

The sponsorship for ADWG was officially transitioned from PhRMA to the Drug Information Association (DIA) in 2010. The name of the group was changed to the Adaptive Design Scientific Working Group (ADSWG) with expanded membership.

Because new investigators continue to join the clinical trial community, there is always a need to offer education and training. A long-running education and training activity of the Group is a monthly key opinion leader lecture series. The lecture series is free to all who are interested in adaptive designs. Early lectures focused on the theory underlying adaptive designs. Over time, the lectures expanded to practice and lessons learned from implementation. Some lectures focused on adaptive trials that were used to support regulatory submissions. A recurring theme is the importance of thorough upfront planning required of adaptive trials. The lecture series was still ongoing in October 2015 when this chapter went into printing.

### 1.5.4 Opportunities in the Learning Phase

An equally influential working group formed about the same time as the ADWG was the Adaptive Dose Ranging Studies Working Group (ADRS WG), again under the auspices of PhRMA. ADRS WG focused on the quantitative evaluation of adaptive designs and model-based methods for estimating dose-response relationships. A major objective of ADRS WG was to recommend when adaptive dose-ranging studies could be used and how much benefit they could be expected to bring. A series of white papers was published by the ADRS WG including [4, 63]. Major recommendations from the Group include the need to place dose selection in the broader context of the overall development program, and not restrict it to only the phase IIB stage. In addition, the WG recommends evaluating the impact of the choice of dose-ranging design and analysis on
the probability of success (PoS) of phase III and, ultimately, the expected net present value of a drug candidate. The ADRS WG was merged with the DIA ADSWG in early 2010. The work by the ADRS WG and continuing work by researchers on dose-response studies reminds researchers of the many opportunities to improve on how we design and analyze dose-response studies.

Thomas et al. analyzed dose-response studies conducted by a large pharmaceutical company for small molecules over a 10-year period (1998-2009) [64]. They also examined dose-response studies conducted by other drug companies [65]. They concluded that the dosing range and the number of doses tested were generally inadequate to characterize the dose-response relationship appropriately. They found that more than half of the studies they examined had a dose range (maximum dose divided by the minimum dose) less than 20. In many cases, lower doses were omitted from the original studies, causing the need for additional dose-response studies before phase III or a marketed dose to be lowered after product launch. Thomas et al. consider dose ranges less than 20-fold dubious to estimate parameters of the $E_{\text{max}}$ model, the dose-response curve most commonly observed to fit the data. A dose range close to 100-fold would be more appropriate, in their opinion.

Dose-response is a critical stage in drug development. Getting the dose right at this stage critically impacts the chance of success in the confirmatory stage. Some simple adaptations at this stage could be useful [66]. For example, trialists could add a lower dose or a higher dose after an interim analysis. They could add a dose that is between two doses already included in the study to better estimate the sharpest part of a dose-response curve. These types of simple adaptations could help us better estimate the dose-response curve and select a dose or doses for phase III trials if the development program moves into the confirmatory phase.

More general dose-finding designs for studies outside of oncology are considered in Chapter 6 from the classical dose-finding perspective. Chapters 7 and 8 cover flexible modeling approaches.

### 1.5.5 Software

Since the objective of this book is to provide information as well as implementation of design and analysis of clinical trials using SAS, many SAS programs are included in this book. One other important SAS reference for adaptive design has been recently updated [67]. Chang provides some guidance on available SAS software for adaptive design (e.g., `seqdesign` and `seqtest`) as well as providing macros for many other types of adaptive designs. A good summary of other available adaptive design software can be found in Tymofyeyev [68].

### 1.6 Opportunities and Challenges in Designing, Conducting, and Analyzing Adaptive Trials

#### 1.6.1 Logistics in Trial Execution

Implementing an adaptive trial requires operational support on many fronts. These include a versatile randomization system, nimble drug supply management, data monitoring support, timely access to fit-for-use data, process and documentation control. A detailed document that describes the rationale and execution of the pre-planned adaptations should be prepared in advance. The document should also describe the interim analysis plan including who will conduct the interim analysis and whether an
internal or external DMC will review the interim data. For confirmatory trials, access to interim results by the sponsor should be strictly controlled. If sponsor access is foreseen as a possibility for unique circumstances, the interim plan should describe in detail who within the sponsor may have access and under what circumstances. The plan should describe steps taken to prevent additional access of information within the sponsor organization. If sponsor access did occur, it should be clearly documented in the clinical study report. In the latter case, the clinical study report should discuss steps taken to minimize potential bias that may be introduced to the trial as a result of sponsor’s access to interim data.

In general, interim analysis should be conducted by a statistician independent of the study team, or by a statistician who is a member of the DMC for the study. The detailed document mentioned above should be endorsed by the DMC. When recommendations requiring actions for a confirmatory study arise, final decisions on actions are often made by the trial’s executive (or steering) committee that normally includes sponsor representatives. Antonijevic et al. recommend that a single DMC with all necessary expertise be convened to monitor and execute the pre-planned adaptation(s) [69]. In other words, they advise against having a separate monitoring committee whose sole responsibility is to look after the implementation of pre-planned adaptations.

One key challenge in implementing adaptive trials is the management of drug supply if adaptations result in drug supply change. A member from the drug supply organization should be part of the clinical team that plans an adaptive trial. Manufacturing of clinical study supplies, especially when they need to be matched or blinded, is costly and can be resource intensive. In addition to upfront costs, issues such as expiry dates for existing drug must be considered. Therefore, it is important to get drug supply personnel involved in the planning of an adaptive trial as early as possible. The extent that drug supply and associated allocation (randomization) procedures can accommodate design changes is an important factor when considering an adaptive design.

Adaptive design requires timely access to fit-for-use data for interim decisions. If time-to-event endpoint requires adjudication, adjudication on the number of events required for the interim analysis needs to take place prior to the planned interim analysis. Failure in timely access to fit-for-use data could compromise the effectiveness of an adaptation plan. However, we want to point out that the need for fit-to-use data for interim analysis for an adaptive trial is the same as that needed for a trial using a traditional group sequential design.

1.6.2 Open Research Questions

There are many opportunities for continuous improvement to increase the value and acceptance of adaptive design in the next two decades. We cite 4 as examples below.

1. Statisticians have generally solved the problem of controlling the overall type I error rate for confirmatory adaptive trials although debates continue on whether simulations can sufficiently demonstrate type I error control. The challenge of estimating treatment effect in the presence of adaptations, on the other hand, remains a research question for some designs such as the promising zone design.

2. Statisticians should help set the right mindset about adaptive designs through education and training. There are many occasions when a classic fixed design is the best choice for a situation. Statisticians should work with internal and external decision makers to help lead the discussion on what are appropriate design options for a particular situation.

3. Statisticians need to be aware of the operational support needed to implement an adaptive trial. If the design is too complicated or if the infrastructure needed to support its implementation is not available, a team needs to consider carefully
whether an adaptive trial is a good choice even if the planned adaptations can result in some benefit.

4. Statisticians need to remember the assumptions underlying adaptive designs. For example, the assumption of a stationary population is critical for an adaptive trial. If some of the fundamental assumptions are in question, one needs to think hard about whether an adaptive design is appropriate for a situation.

1.7 The Future of Adaptive Trials in Clinical Drug Development

A recent study released by the Tuft’s Center for the Study of Drug Development suggests that the average pre-tax industry cost to bring a new medicine to market is now around $2.56 billion USD [70]. The study included 106 investigational new drugs from 10 mid- to large-size pharmaceutical companies and the drugs were first tested in humans during 1995-2007. Cost included clinical development up to 2013. By comparison, in 2003, the cost was about $1.04 billion in the 2013 dollars.

DiMasi stated that the higher cost comes from clinical trials that are larger and more complex. In our opinion, some of the higher costs also resulted from increased regulations [70]. For example, since the FDA issued a guidance document on evaluating cardiovascular risk in new antidiabetic therapies to treat Type 2 diabetes mellitus (T2DM) in December 2008, all new drugs for T2DM approved since 2008 have been or are being evaluated in cardiovascular outcome trials [71]. In the context of these large cardiovascular trials for T2DM, Chapter 4 utilizes Bayesian methodologies to take advantage of historical information to improve trial efficiency. These outcome trials enroll thousands, if not tens of thousands, of diabetic patients who are at an increased risk for cardiovascular events. Despite the new requirement, manufacturers continue to pursue anti-diabetes drugs because as Gregg et al. predicted, lifetime risk of diagnosed diabetes from age 20 years onward is about 40%, nearly doubling the risk of those born a decade or so earlier [72]. Another factor contributing to the higher cost is a higher failure rate during the clinical development phase in recent years. For example, there has been no drug approved for Alzheimer’s disease (AD) in the US since 2003 when memantine was last approved [73]. Decades of investment in AD drugs by many companies, either as symptomatic cognitive enhancing or disease-modifying agents, have failed to produce a single new approved product or a new product close to be approved as of 2015.

While drug developers have always been aware of the high risk associated with drug development, the substantial increase in development cost has begun to change the business operating models for the industry. In recent years, there has been a strategic move towards co-development between pharmaceutical companies, or to share financial burdens for product development between the private and public sectors. The high cost has also motivated many companies to look for data-driven quantitative approaches to make better decisions so that if a development program is to fail, it can be terminated earlier and more efficiently. This new direction will further increase interest in adaptive trials.

Against the backdrop of high cost for large development programs, there is also a shift for industry to invest more heavily in precision medicine or medicines for rare diseases. In 2014, the FDA approved 41 new molecular entities for marketing. According to Gulfo of Breakthrough Medical Innovations, 40% of the new molecular entities approved are for rare diseases, underscoring the industry’s shift to niche products [74]. There are several reasons for this shift. First, a large number of products that are highly effective in treating common disorders (e.g. high cholesterol, high blood pressure, CNS disorders)
have become generic in the past decade. It is hard to demonstrate extra value beyond what the now generic products could offer. On the other hand, value proposition is easier for rare diseases, which have received less attention in the past and continue to represent unmet medical needs. The smaller patient populations afflicted with rare diseases require out-of-box thinking and nimble applications of innovative approaches to clinical development. Carefully planned adaptive design serves this need nicely.

Another emerging trend is the use of a platform (umbrella) trial to screen multiple product candidates in a single trial. This is in contrast to traditional trials that typically investigate a new treatment (with multiple doses in some cases) in a generally homogeneous population. A platform trial could be used to investigate a product in patients with different genotypes or phenotypes (enriched subpopulations), or could also be used to investigate different treatments in one population. A more sophisticated platform trial could study multiple treatments in multiple enriched patient subpopulations. Interim analyses are conducted in platform trials to decide if a particular treatment (together with a subpopulation in some cases) could be graduated from the trial and further investigated in a confirmatory setting. Alternatively, a treatment could be dropped from the trial and a new treatment added to the trial, continuing the trial beyond the original set of treatments. Platform trials that allow the introduction of new treatments are sometimes called perpetual trials for this reason. Platform trials are also called “master protocol” trials because one protocol governs the testing of many drugs.

A well-known platform trial in the oncology area is the I-SPY 2 trial [75]. This is a phase II neoadjuvant trial for women with large primary cancers of the breast. Breast tumor is characterized by its response to three receptors (estrogen, progesterone, and HER2), resulting in 8 tumor signatures. The trial investigates multiple regimens that include investigational products from pharmaceutical companies. The primary endpoint is pathologic complete response at 6 months after treatment initiation. Within each tumor signature, adaptive randomization to regimens is employed. The trial may graduate or terminate a regimen according to a pre-specified rule based on an interim Bayesian prediction of phase III success probability for a (regimen, signature) combination. If the regimen remains in the trial after the interim decision, assignment to that regimen will continue but be capped at a pre-specified maximum number. One major advantage of a trial like I-SPY 2 is the ability to learn during the trial on what regimen benefits which patient subpopulation, and learn this by borrowing information from other (regimen, signature) combinations.

Another example is the lung-MAP (lung master protocol) trial, a multi-arm, biomarker-driven clinical trial for patients with advanced squamous cell lung cancer that was initiated in June 2014 [76]. Lung-MAP is a public-private collaboration. Lung-MAP plans to initially test five experimental drugs—four targeted therapies and an anti-PD-L1 immunotherapy. Patients will be screened for over 200 cancer-related genes for genomic alterations. The results of the test will be used to assign each patient to the trial arm that is best matched to their tumor’s genomic profile. The study can test up to 5-7 drugs at one time and can be amended to test additional new drugs as current drugs exit the trial. In addition to the efficiency gain from using the same control group from the design aspect, a trial using a master protocol takes advantage of existing infrastructure and patient outreach efforts on the operational side.

The potential value of platform trials is not limited to the oncology area. Across the globe, the pace of development of new antibiotic products has slowed noticeably from its peak in the 80s, creating a public health crisis with the rapid development of drug-resistant bacteria. In the US, the President’s Council of Advisors on Science and Technology (2014) published a Report to the President on Combating Antibiotic Resistance in September 2014 [77]. The Report offers practical recommendations to the US Federal government for strengthening the US’s ability to combat the rise in antibiotic-resistant bacteria. In the area of clinical trials to test new antibiotics, the Report recommends increasing trial efficiency through improved infrastructure and
focusing on patient populations with the most urgent need. On ways to make clinical testing more efficient, the Council suggested the formation of a robust, standing national clinical trials network for antibiotic testing. The recommended action plan for the network includes the development of platform trials for antibiotics, where multiple new agents from different sponsors can be evaluated concurrently. As the utility of platform trials for screening product candidates becomes better understood, we are likely to see more such trials in the future.

Other adaptive designs that have received increasing attention by researchers include sequential multiple assignment randomized trials (SMARTs) and sequential parallel comparison designs (SPCDs) [78, 79]. Both classes of designs involve additional randomizations, based on patients’ response following the initial randomization. SPCDs are also viewed as a way to address high placebo response rates in trials involving the central nervous system. SMARTs were originally proposed to increase efficiency in behavior science trials and to investigate optimal treatment strategies, but the concept can be applied to other types of trials as well.

Elsäßer et al. examined 59 scientific advice letters given by the Scientific Advice Working Party (SAWP) of the CHMP that addressed adaptive study designs in phase II and phase III clinical trials between 01 Jan 2007 and 08 May 2012 [80]. According to the authors, the most frequently proposed adaptation was sample size re-estimation, followed by dropping of treatment arms, and population enrichment. Among the 59 proposals, 15 were accepted (25%) and 32 were conditionally accepted (54%) by CHMP/SAWP. Elsäßer and coauthors concluded that despite critical comments in some cases, a majority of the proposed adaptive clinical trials received an overall positive opinion. Among the 41 more recent cases (out of 59) with more information in the advice letters, CHMP/SAWP noted insufficient justifications of the proposed adaptations, type I error rate control, and bias in treatment effect estimate as the most frequent concerns.

By the end of the first decade in the 21st century, there was a wide-spread interest in adaptive trials in the pharmaceutical industry. In an article, Burman and Chuang-Stein asked whether the interest in adaptive designs was a short-lived fascination or a reflection that adaptive designs could become part of the future of clinical research [81]. Since 2009, the clinical trial research community has made tremendous progress in understanding when adaptive trials add value and when they do not. Some hard lessons were learned in the process. We have seen products approved using evidence from pivotal adaptive trials. Some of the adaptive features such as futility analysis and some form of sample size re-estimation have become routine features of many registration trials.

Based on our own experience, we can confidently predict that properly designed and carefully executed adaptive trials that are not overly complicated and fit well in the context of a development program will have a firm place in the clinical research. They will become important tools in our trial design armamentarium as we continue to look for more nimble and efficient strategies to develop new and valued products.
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