




The DATA step in SAS VIYA
Speaker: Gwendoline Planchon
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The DATA step in SAS VIYA
What?
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Cool thing about SAS Viya ?

Your data is processed simpler

and faster !



The DATA step in SAS VIYA
Why?
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The DATA step in SAS VIYA
Method

1.Connect to a CAS session

2.Load data into CAS using PROC CASUTIL

3.Run your DATA step

4.Check the SAS log
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The DATA step in SAS VIYA
Method – Attention points

Some operations requiring inter-row dependencies will 

return unexpected results:

• RETAIN statement

• LAG and DIF functions

• Temporary arrays

Alternatives to guarantiee the correctness of the 

results:

• Run on the Workspace server

• Run on CAS using the option / single=yes sessref=mysess
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The DATA step in SAS VIYA
Method – BY statement

• No sorting (PROC SORT) required

• How does it work?
- Distribution based on the first BY-variable

- Sorted on same worker using the other BY-variables

• Output sorting:

data mycars.iris_BY (partition=(species) 
orderby=(sepalLength));
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The DATA step in SAS VIYA
Conclusion

• Exactly the same functionalities as SAS 9.4, except for: 

• RETAIN statement 

• LAG and DIFF functions 

• Temporary arrays

• No need to sort the data anymore

• In-memory

• Much simpler and faster
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Variable binning in SAS VIYA: Increasing the predictive power 

of your white-box models while keeping their interpretability

Speaker: Frédéric Thys 
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Within the field of Feature Engineering
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Applied Machine Learning
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BINNING For Data Quality Control
Structure of real-world data rarely complete & straightforward

• Binning is a common step in data preparation

• You can use binning to 

• Handle Predictors with Extreme Skewing

• Handle Value Spikes and Distributions

• Reduce the granularity of interval variables

• Classify missing variables

• Reduce the impact of outliers

• Reveal Non Linear behavior in relation to Target

• Based on the binning results, Weight of Evidence (WOE) and Information Value (IV) also allow to 

screen continuous, ordinal and categorical variables based on their predictive power.
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Unsupervised binning
Unsupervised binning methods transform numerical variables into categorical 

counterparts but do not use the target (class) information.

Equal Width and Equal Frequency are two unsupervised binning methods.
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Unsupervised binning

Equal Width Binning

The algorithm divides the data into k intervals of equal 
size. The width of intervals is:

w = (max-min)/k

And the interval boundaries are:

min+w, min+2w, ... , min+(k-1)w

Equal Frequency Binning

The algorithm divides the data into k groups which each 
group contains the same number of values.
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Binning Calculation
Code generator
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Binning Calculation
Results



Variable Selection & Reduction via WOE & IV
Too many predictors & wide variability in values can result in significantly

more chaotic information for models
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Supervised Binning

Supervised binning methods transform numerical variables into categorical 

counterparts and refer to the target (class) information when selecting 

discretization cut points. WOE-based binning is an example of a supervised binning.
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WOE & IV Calculation
Results



SUMMARY PROC BINNING IN VIYA

Conclusion
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SUMMARY PROC BINNING IN VIYA

Conclusion
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In recent years, WOE and IV have been receiving increasing attention from various 
sectors beyond scorecard development for credit risk. 

Extremely useful in reducing variables and allowing to boost the performances of 
interpretable analytical models that are more likely to be consumed and adopted by 
the entire organization.







Clustering: same same and different
Speaker: Joline Jammaers
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Clustering: same same and different
What?

• Grouping of observations or variables

• Unsupervised learning technique

• Minimizing some metric of “distance” 
within the cluster and maximizing the 
distance between the clusters
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Clustering



Clustering: same same and different
Why?
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Clustering: same same and different
K-means Clustering
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1. Select inputs.

2. Select k cluster centers.

3. Assign cases to closest 

center.

4. Update cluster centers.

5. Re-assign cases.

6. Repeat steps 4 and 5

until convergence.

Training Data
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Clustering: same same and different
Method
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Clustering: same same and different
Method
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proc hpclus

data= digits

maxclusters= 8

maxiter= 100

seed= 54321

/* set seed for pseudo-random number generator */

NOC= ABC(B= 1 minclusters= 3 align= PCA);

/* select best k between 3 and 8 using ABC */

score out= OutScore;

input pixel:;

/* input variables */

ods output ABCStats= ABC;

/* save ABC criterion values for plotting */

run;



Clustering: same same and different
Conclusion

• Unsupervised learning – no target needed

• Excellent data dimension reduction technique

• Many possible ways to implement in SAS – Cheat Sheet will help you find 

the way
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Text analytics, using machines to mine an untouched 

source of information

Speaker: Reinout Mensaert 
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Automated Analysis of Text Documents

Text categorization

Text analytics
Why?

Topic DiscoverySentiment Analysis
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Doing mathematics on text by counting and clustering words

Text analytics
Method
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Term By Document Matrix

Doing mathematics on text by counting and clustering words

Text analytics
Method
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Doing mathematics on text by counting and clustering words

Cities
Names

Telephone numbers
Account number

Remove Stopwords
Stemming
Synonyms

Spelling mistakes
Slang

...

Text analytics
Method
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Text analytics
Method

Text ParsingTopic Discovery
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Text analytics
Conclusion
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• Text analytics market size is expected to grow from USD 3.97 Billion in 2017 
to USD 8.79 Billion by 2022 – MarketsAndMarkets Research

• Text analytics allows you to gain information out of your text by running 
advanced analytical techniques on the data

• Specific and elaborate data preparation work is necessary for good results

• SAS Visual Text Analytics does it all out-of-the-box

Text analytics
Conclusion







Autotuning in SAS
Hey data scientist! Did you already optimize your model hyperparameters?

Speaker: Véronique Van Vlasselaer
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Autotuning in SAS
What?

• Training a model involves using an algorithm to determine model

parameters or other logic to map inputs to a target.
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𝑓 𝑥 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +𝛽3𝑥1 𝑥2
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𝑓 𝑥 = 𝜷𝟎 + 𝜷𝟏𝑥1 + 𝜷𝟐𝑥2 +𝜷𝟑𝑥1 𝑥2



Autotuning in SAS
What?

• Tuning a model involves determining the algorithm hyperparameters

(tuning options) that result in the model which maximizes predictability on

an independent data set.
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Splitting criterion? Width? Depth?

Number of layers? Number of neurons?

Number of trees? Variables? Observations?



• Model performance might drastically improve just by adjusting the model 

settings…

• but manual search for optimal hyperparameters is often slow and 

inefficient.

Autotuning in SAS
Why?
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Autotuning in SAS
Method

• A new functionality in Visual Data Mining and Machine Learning (VDMML)

• Exhaustive search versus heuristics
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Random SearchStandard Grid Search Latin Hypercube

x1 x1 x1

x2 x2 x2



Autotuning in SAS
Method

• SAS Model Studio - a brand new visual interface for the data scientist.
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Autotuning in SAS
Method

• SAS Studio – the programming interface for the data scientist.

• autotune statement with option tuningparameters=. 
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Documentation: https://support.sas.com/documentation/prod-p/vdmml/index.html

https://support.sas.com/documentation/prod-p/vdmml/index.html


Autotuning in SAS
Conclusion

• Traditionally, focus on comparing various models (e.g., decision tree, 

logistic regression, neural network, SVMs, etc.) with their default settings.

• Autotuning a model tries to find the optimal model hyperparameters or 

model settings that results in the best performance. Example:

• Neural network: number of hidden layers, neurons, L1/L2 regularization, etc. 

• Decision tree: maximum depth, splitting criterion, etc.

• Random Forest: number of trees, number of variables for each tree, etc.
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Computer Vision in SAS: 

keeping AI (an eye) on the future

Speaker: Jaimy Van Dijk
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Computer Vision in SAS
What?

• Everybody is talking about computer vision and image processing
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Computer Vision in SAS
Why?

• Images are a relatively untapped data source

• We want computers/robots to interact with the 

world as we do
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Computer Vision in SAS
What?

• What are image features? (edges, colors, shapes, patterns, etc.)

• How are these features extracted?

• With a method called convolution!
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Computer Vision in SAS
Convolutional Neural Networks
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Is this a dolphin or a giraffe?

Dolphin or giraffe?

Output layer

Hidden layers

Input layer



Computer Vision in SAS
Convolutional Neural Networks
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Computer Vision in SAS
Convolutional Neural Networks
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Computer Vision in SAS
Conclusion

• A new type of data is all ready to be processed in SAS

• SAS VDMML gives us access to the power and flexibility of Deep Learning
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Make your analytics count! - from predictive to 

prescriptive analytics with SAS optimization

Speaker: Adriaan Van Horenbeek
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From predictive to prescriptive analytics
The final frontier of analytic capabilities
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From predictive to prescriptive analytics
The final frontier of analytic capabilities

• Prescriptive analytics entails the application of mathematical and 

computational sciences and suggests decision options to take advantage 

of the results of descriptive and predictive analytics

• It goes beyond predictive analytics by also suggesting actions to benefit 

from the predictions and showing the implications of each decision 

option

• Makes your predictive analytics actionable!
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From predictive to prescriptive analytics
The principle of optimization
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From predictive to prescriptive analytics
The challenge

• Using advanced predictive models as 
objective function or constraints in 
optimization is challenging:

• Often these functions cannot be 
expressed in analytic closed form 

• Can be non-smooth, discontinuous and 
non-linear

• Are computationally expensive to 
evaluate
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Many local optima



From predictive to prescriptive analytics
PROC OPTLSO to the rescue!

• The OPTLSO procedure performs optimization of general nonlinear 

functions that are defined by the FCMP procedure

• In the FCMP function you can use the score code of an advanced 

predictive model

• These functions do not need to be expressed in analytic closed 

form, can be non-smooth, discontinuous, and computationally 

expensive to evaluate

• Uses global and local search algorithms in parallel and is based on 

a genetic algorithm (GA)
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From predictive to prescriptive analytics
How does a GA work?
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1. Generate initial 

population

2. Evaluate 

fitness

3. Selection

4. Crossover and 

mutation

5. Next 

generation

• GAs are a family of local search 

algorithms that seek optimal solutions 

to problems by applying the principles 

of natural selection and evolution 

• Can be applied to almost any 

optimization problem



From predictive to prescriptive analytics
PROC OPTLSO to the rescue!
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/* Define objective function in dataset */

data objdata;

length _function_ $ 15 _id_ $ 40;

input _id_ $ _function_ $ _sense_ $;

datalines; Predicted_Yield objective_function max;

run;

/* Define objective function by including score code from predictive model */

proc fcmp outlib=work.myfuncs.mypkg;

function objective_function(Decision_variable_1,Decision_variable_2,Decision_variable_3);

%include 'D:\Solvay Torrelavega POC\Trial scripts\score_ensemble_0304.sas';

return (Predicted_Yield);

endsub;

/* Use OPTLSO to perform optimization with 

a machine learning model as objective function*/

proc optlso

primalout = solution Defines the output dataset with the best solution

variables = variable_limits Dataset that stores the decision variable names and bounds

objective = objdata Names the FCMP functions to be used as the objective

lincon = lincondata Describes the linear constraints

nlincon = nlincondata; Describes the nonlinear constraints

run;



Prescriptive analytics is the new predictive 

analytics

• SAS optimization possesses advanced capabilities to use predictive 

models in optimization

• Go beyond predictive analytics by also suggesting actions to benefit from 

the predictions

• Prescriptive analytics makes your predictive analytics actionable!

3 May | At the Bebop







Efficient scoring with PROC ASTORE
Speaker: Florian Bertrand
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Proc ASTORE
What?
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Proc ASTORE
What?

• A procedure to describe and manage analytical stores and to use them to

score new data

• Analytical store = a binary file which captures the state of a predictive

model

• Analytical store can be created with a SAVESTATE statement from an 

analytic procedure

• Currently available with FACTMAC, FOREST, SVMACHINE, 

GRADBOOST, TEXTMINE, SVDD and STFT. Many more will follow soon
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Proc ASTORE
Why?

• Some models generate huge data step code (up to >50M lines of code!)

• Gradient Boosting, Random Forests, factorization machines etc.

• Produces insufficient memory conditions during compiling

• Ex : ($1M model never implemented)

• Transportable: use between databases/hadoop
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Proc ASTORE
For what?

• Score new data in CAS

• Create DS2 scoring code out of the trained model

• Deploy models in ESP (Event Stream Processor)

• Move analytical store from local machine to/from CAS

• Possibility for the use to add preprocessing (eg. input variable

transformation…) and postprocessing code (eg. Decisions based on 

prediction…)
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Proc ASTORE
Method

• First create a model with an anlytic

procedure (here a support vector machine)

• Create the analytical store with a savestate 

statement

• Use proc astore with the analytical store to:

• Score new data

• Generate DS2 scoring code
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proc svmachine data=mycas.myDataset;

input myVar1 myVar2 myVar3 /level=interval;

target myTarget;

id id;

savestate rstore=mycas.myAnalyticalStore;

run;

proc astore;

score data=mycas.toScore

out=mycas.scored

rstore=mycas.myAnalyticalStore ;

quit;

proc astore;

describe rstore=mycas.myAnalyticalStore

epcode=‘D:\data\myScoreCode.sas’;

quit;



Proc ASTORE
Conclusion

• Proc astore offers a high flexibility way to efficiently score new data
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Forecast Exception Reporting
Speaker: Elke Potums
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Forecast Exception Reporting
What?
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80%

10%

10%



Forecast Exception Reporting
Why?

?Dilema: These Forecast Sever projects contain thousands upon thousands of 

forecasts – possibly over 100.000 forecasts

➢ Even if only 10% need attention … that’s over 10.000 forecasts!

➢Who among us has time to go through them 

one by one?
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Forecast Exception Reporting
Method

1. Define what constitutes “forecast exceptions” for the business user community

2. Develop business rules, methodology, and computations required to identify and 

flag those exceptions

3. Utilize information about the FS project to easily create these exception reports

 %fsload macro

• &HPF_NUM_LEVELS

• &HPF_PROJECT_LOCATION

• &HPF_BYVARn

• &HPF_LEVEL_BYVARSm

• &HPF_RECONCILE_BYVAR
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Forecast Exception Reporting
Method
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Where to look first?



Forecast Exception Reporting
Method

%FSLOAD



Forecast Exception Reporting
Method

Define exception rules



Forecast Exception Reporting
Method



Forecast Exception Reporting
Conclusion

• Built an efficient exception report structure %fsload macro

• Exception reporting macro is flexible and robust

• Execution time is very fast
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