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To price premiums accurately and 
maintain the confidence of customers, 
shareholders and reinsurers, insurance 
companies need a clear view of risk. 
Using SAS® to improve data integrity, 
IAG can now better assess the risk to 
homes and businesses based on precise 
location data throughout New Zealand, 
resulting in more equitable pricing.

Part of Insurance Australia Group – 
Australasia’s largest general insurance 
group – IAG’s New Zealand commercial 
division sought a departmental solution 
to quickly and affordably improve the 
integrity of the data coming through its 
commercial lines.

Location is key to  
understanding risk
One way insurers assess risk is by 
 knowing the exact location of an insured 
business or household using longitude 

Build customer confidence with better data 
New Zealand insurer’s data quality program produces results in less than a month

and latitude geocode data rather  
than relying on a postcode. Using 
geographical information systems (GIS), 
insurers can pinpoint properties to their 
exact location and overlay them with risk 
ratings. This more accurately assesses the 
risk to a single property so premiums can 
be priced more equitably. 

When Carl Rajendram joined IAG as  
National Manager for Commercial  
Pricing and Analytics, the first thing  
he noticed was a need for better  
data quality. 

“There were a lot of fields captured 
in the core system that had not been 
validated, and we needed a solution to 
improve the data,” he said.

The company wanted to ensure its 
customer address records achieved a 
better match rate with its geocoding 
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“�Within a month of installing SAS, we 
achieved what we were after. And with a 
match rate of nearly 90 percent, we can 
now present this number to reinsurers 
with greater accuracy and confidence… 
Within a week and a half, we were seeing 
a return on our investment.”

Carl Rajendram, National Manager for Commercial Pricing and Analytics,  
IAG New Zealand Ltd.

tool. Already using SAS for data  
exploration and reporting, IAG turned 
to SAS for a risk-profiling solution.

“We are a team of five people who could 
have built something to achieve the  
result, but it would have taken three to 
four months,” Rajendram says. “The  
‘off-the-shelf’ SAS Data Quality Desktop 
solution returned the results we were 
looking for within one month.”

‘Quick win’ justifies  
business case
Rajendram said SAS New Zealand was 
keen to support a quick win for IAG to 
produce a broader business case for  
the solution.

“We used the SAS Data Quality solution 
to validate our address data for accurate 
geospatial information to better  
manage the organization’s risk exposure,” 
he says. “SAS spent a couple of days 
showing us how the solution could be 
used to standardize the addresses,  

and we were impressed with how quick 
and easy it was.”

“As an extreme example, when it comes 
to pricing a premium, you can’t compare 
Canterbury with Christchurch,” Rajendram 
explains. “Previously, we were using  
codes from the Territorial Local Authority 
database, but these cover a wide area. 
SAS enabled us to go down to x and y  
coordinates, which has made a huge  
difference in our ability to price and  
understand our risk profiles.”

Geocoding allows IAG to identify risk  
factors, such as whether a property is  
on a slope or near the coast, and then 
make appropriate pricing and  
underwriting decisions.

SAS® brings confidence  
to data quality
Rajendram says the tool provided clarity 
on data issues and improved confidence 
in the data itself.



Intersection of 
telematics 
and insurance
In telematics, wireless mobile  
devices collect and send information 
on specific vehicles’ location and  
usage. What does this mean  
for business? Similar to using  
geographical location data for risk  
profiling, insurers and third parties  
can put the huge amount of data  
produced by telematics devices to 
work for them. 

For instance, data points on date, 
time, speed, latitude, longitude,  
acceleration or deceleration,  
cumulative mileage, and fuel  
consumption can be recorded and 
used to develop more accurate  
pricing. Depending on the frequency 
and length of trips, these data sets 
can represent more than 500 MB  
per vehicle per year. 

Here are some additional examples 
of potential uses for insurers and 
others:

• �Claims. Vehicles fitted with telemat-
ics devices drastically shorten the 
amount of time between an accident 
and a report date. Shorter claims 
cycles translate to savings for insurers.

• �Marketing. Insurance companies use 
telematics data to segment customer 
data for marketing  campaigns. 

• �Government usage. Transportation 
agencies use the data to improve 
the flow of traffic, and state and 
local governments use the data for 
remote emission testing, rather than 
relying on an annual inspection of 
the vehicle. 
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“Before, only about 70 percent of  
addresses were of a standard that  
allowed geocoding,” he says. “After we 
implemented SAS, the number exceeded 
85 percent. Within a month of installing 
SAS, we achieved what we were after. 
And with a match rate of nearly  
90 percent, we can now present this  
number to reinsurers with greater  
accuracy and confidence.

“The speed of execution was good. 
Within a week and a half, we were seeing 
a return on our investment,” he says. IAG 
now uses the solution for other projects.

“We have initiated a data quality program 
for our commercial business division, 
which will form the start of a data gover-
nance project,” Rajendram says. “We use 
it to profile some of the data and provide 
a feedback loop to stakeholders such as 
the distribution team, business owners 
and operational staff. This type of visibility 
wasn’t available previously.”

About IAG New Zealand Ltd.
IAG New Zealand Ltd. is New Zealand’s 
largest general insurer. It is part of  
Insurance Australia Group (IAG),  
which is headquartered in Sydney and  
is Australasia’s largest general  
insurance group.

IAG New Zealand Ltd. offers the majority 
of its products under the NZI, State and 
AMI brands. NZI specializes in providing 
business, rural and personal insurance 
through brokers and financial institutions, 
whereas State and AMI offer insurance 
for predominantly personal assets such 
as home and vehicle, with policies sold 
directly to the public.

 online 
SAS solutions for insurance:
sas.com/ins

SAS New Zealand:
sas.com/nz
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Data governance has become a  
veritable rubric for all things data. 
Google the term and you’ll come up  
with references to data quality, metadata, 
data warehousing, data ownership and 
data security – to name just a few.

Data governance is, simply, an organizing 
framework that aligns strategy, defines 
objectives, and establishes policies for 
enterprise information. As promising as 
that might sound, data governance has 
failed in more than one well-meaning 
company because people misinterpreted 
its meaning, its value, and the shape  
it would eventually take. Once data  
governance becomes a dirty word, an 
organization rarely gets a second chance. 
“You can’t use the word governance 
here,” one executive confided recently. 
“We’ll have to call it something else.”

5 data governance mistakes to avoid 
Managing expectations and understanding corporate culture are essential

Here, we provide advice to save you from 
similar fates. 

Mistake No. 1: Failing to define 
data governance
Using “data governance” synonymously 
with “data management” is a common 
mistake. Data governance is the decision-
rights and policymaking framework for 
corporate data. Data management is the 
tactical execution of those policies. Both 
require executive commitment, and both 
require investment, but data governance 
is a business-driven process, while data 
management is an IT function. How you 
define data governance and how your 
organization understands it is crucial. Your 
governance program must clearly define 
and articulate its mission and value. 

Mistake No. 2: Failing to design 
data governance
Designing data governance means 
tailoring it to your company’s specific 
culture, organizational structures, and 
decision-making processes. If you  
design a program for minimizing  
security breaches as your top priority 
when your company cares more about 
enriching the customer experience, 
you’re designing the wrong program. 

Your company’s needs are unique and 
your data definitions, rules, and policies 
should be too. Deliberate design ensures 
that governance supports the way  
your company does business. It also  
ensures that constituents know what  
data governance will look like before  
it’s launched.  
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Mistake No. 3: Prematurely 
launching a council
An earnest visionary perceives the need 
for data governance. A council of data 
stakeholders is convened. Everyone 
agrees to meet regularly, discuss  
prevailing data issues and address  
problems. At the follow-up meeting,  
fewer people show up. Someone 
complains the company has never really 
defined the term “customer.” Someone 
else pipes up about bad data on the  
billing system. A sidebar conversation 
starts on CRM consolidation. A third 
meeting never happens. 

In this all-too-common example, data 
governance isn’t overtly canceled. It simply 
fizzles. Until a core team of stakeholders 
deliberately designs a data governance 
framework that includes guiding prin-
ciples, decision rights, and the appropriate 
governing bodies, no cross-functional 
council will have the clarity or the mission 
to effect change. 

Mistake No. 4: Treating data  
governance as a project
In a well-intended effort to fix what’s 
broken, many companies will announce 
a data governance “project” with flourish 
and fanfare. When data governance is 

formed as a discrete effort, however, 
instead of being “baked in” to existing 
processes, it will fail. 

When an initiative is deemed a project,  
it is, by definition, finite. The reality of 
data governance is that it should be 
continuous and systemic. As information 
needs change, data volumes increase, 
and new data enters the organization via 
new systems or third parties, decisions 
about how to treat, access, clean and 
enforce rules about data will not only 
continue, they’ll also proliferate.  
A structured, formal, and permanent 
process should be retrofitted into the 
way a company develops its data and 
conducts its business.

Mistake No. 5: Prematurely  
pitching data governance
In the first phase of its data governance 
program, a national financial services 
company solicited several business and IT 
subject-matter experts to function as data 
stewards. The stewards were tasked with 
identifying high-impact data issues within 
their domains that governance would 
rectify. The stewards did an excellent job. 
The problem: There was no defined  
procedure to validate, prioritize, or 
resolve the ever-increasing flood of 

As the Director of Business Strategies for SAS Best  
Practices, Kimberly Nevala is responsible for developing 
industry thought leadership and key client strategies in 
the areas of business intelligence and analytics, data  
governance, and data management at SAS. She is the  
co-author of the first e-book on data governance, The 
Data Governance eBook: Morals, Maps and Mechanics.

Jill Dyché is an acknowledged speaker, author and  
blogger on the topic of aligning IT with business  
solutions. As the Vice President of SAS Best Practices,  
she speaks, writes and blogs about the business value  
of analytics and information.  

identified business problems whose root 
causes could be attributed to data issues. 

The team expended significant effort 
to expose painful data sores without a 
method to heal them. A majority of  
the issues uncovered were good  
candidates for governance, but the  
lack of appropriate expectation-setting 
led to frustration and mistrust. Data  
governance became a dirty word, and 
getting business owners back to the 
table to talk about implementation 
remained an uphill battle.

Conclusion: Take your time  
and do it right
The mantra “think globally, act locally” is 
particularly apt when embarking upon 
data governance. The issues addressed 
by data governance are far-flung and  
pervasive, so successful programs  
begin with a series of tightly scoped  
initiatives with clearly articulated value 
and sponsorship. 

While an incremental approach takes 
time, not to mention patience, it  
engenders support by demonstrating 
the value of governance in a context 
relevant to each stakeholder or sponsor. 
Most important, a phased approach  
establishes data governance as a  
repeatable, core business practice 
rather than one-time project.

 online 
Read the full white paper on launching  
a data governance program:
sas.com/iq-datagov
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The National Board of Social Services 
overcomes complexity in the Danish 
social sector by collecting and visualizing 
information about all services available  
to its citizens. Users can access  
interactive visualizations and maps.  
The system is powered by SAS® Visual 
Analytics software.   

The data bank has many audiences and 
many uses, including:

• �All civil servants have one source of 
information for every therapeutic option 
and institution in the country, so they can 
easily find the right offer for a client. 

• �Health and wellness professionals 
have one unambiguous database that 
documents the results of all addiction 
therapies and facilities. 

• �Social workers can access information 
about experts and researchers  
regarding socially disadvantaged  
children and young people, all in  
one place. 

• �Citizens and journalists can be better 
informed about programs and  
facilities nearby.

These are just some of the important  
objectives Denmark is aiming for with  
the country’s new data bank. 

Improving welfare and the effects of social 
programs despite shrinking budgets is 
a tough fact of life in the welfare state of 
Denmark. Rising demands for social  
services make the work even more  
difficult. Adding to this picture is the  
complexity of the social sector. 

Denmark’s data bank gives insight  
into assistance programs 
Visualization provides a single version of the truth about the country’s social services
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The road from political legislation to  
real outcomes and benefits for children, 
addicts and the disabled is not  
straightforward. Local authorities deliver 
nearly all social services, and they also 
manage independent institutions with 
social workers and professionals who 
are close to citizens and clients.  
To overcome the inherent potential 
for conflicts and disagreements in this 
system, the Danish state has established 
a fact-based and national infrastructure 
for data about its social programs.   

Opening up with visualization
“Benefitting from knowledge” is the 
motto of the National Board of Social  
Services, which brings with it a goal of 
benefitting society through data and 
research. The board’s task is to support 
Danish municipalities’ social efforts for 
children, the disabled, the elderly, and 
the socially disadvantaged, and ensure 
these efforts are successful. The board, 
which is part of the Ministry of Social 
Affairs, strives to ensure that social 
intervention is based on knowledge of 

what works. Therefore, the data bank on 
the website is highly logical and a key 
component of the board’s knowledge 
dissemination to ministries, organizations, 
municipalities, consultants and all others 
with an interest in Danish social politics. 

This year, the board has started using 
SAS Visual Analytics for the data bank, 
and the first clear effect is a more rapid 
dissemination of facts.

“We want to release data so that users 
outside the board also have access to 
model and create new insight,” says board 
BI Architect Allan Vestergaard. “With SAS 
Visual Analytics, we can provide data 
and tools for the users so they can work 
directly with our data bank, even if they 
are located elsewhere.” 

Portals of knowledge
The board collects data in a number of 
knowledge portals that other groups – 
including municipalities and institutions – 
then update with their data. For example, 
the offer portal delivers qualitative and 

“�It was exactly the speed we demanded… 
It took exactly eight days from the time 
when the hardware part was in place  
until we had developed and published 
the first report on our website… I see this 
as a great success.”

Allan Vestergaard, BI Architect, The National Board of Social Services



quantitative data and practical  
information on 5,000 social services 
providers. This includes residential  
care facilities, residential institutions 
and treatment facilities. 

Caseworkers in the municipalities come 
here to look for relevant programs and 
treatments for their clients – according 
to diagnosis, geography or cost. Other 
data sources include the Drug Addiction 
Database and the Knowledge Portal for 
Socially Disadvantaged Children and 
Young People. Data from these portals is 
placed in one data warehouse and used 
as the basis for the board’s quick visual 
presentation of facts for the public eye. 

Common language
Board leaders know there are many  
different perspectives on methods, 
quality and good practice in social  
services. Therefore, they have worked 
diligently to create a common language 
through facts. Denmark’s national  
infrastructure is based on concepts  
that are defined by World Health  
Organization standards and  
interaction with professionals and  
experts. In addition, the standards  
are continuously evolving to reflect  
reality. One aspect of the work is a 
large element of deregulation, because 
the concepts are unique and represent 
a common reporting for both health 
care and social services.

Knowing the audiences for this informa-
tion were varied, the board decided to 
differentiate the way information is dis-
seminated to them. Some users benefit 
from adapting and elaborating reports, 
so the board offers them a variety of 
options to customize the information. 
Expert users can even tailor the way 
they explore and visualize data for their 
needs. SAS Visual Analytics is used for 
precisely this purpose.

Implemented in 8 days
“Our output is faster and more up-to-
date, and in this way the technology 
contributes to solving our main task,” said 
Vestergaard. “It took exactly eight days 
from the time when the hardware part 
was in place until we had developed and 
published the first report on our website. 
We installed and configured SAS Visual 
Analytics and started working on our data. 
I see this as a great success. It was exactly 
the speed we demanded.” 

The Board plans to extend the data bank 
later this year with multiple data fields 
and more reports to provide facts and 
knowledge for researchers, journalists 
and interest groups, thus contributing to 
knowledge-based social politics for the 
benefit of citizens.

 online 
SAS® Visual Analytics:  
See what you’ve been missing
sas.com/va

Two ways to  
design data for 
visualization
SAS Visual Analytics turns the classic 
data mart approach to data design 
for reporting on its head. Since 
aggregations and analytic routines 
now happen on the fly, you have 
more options for data design that 
takes all of your data into account. 

Consider a case from the public 
sector where different agencies 
have some form of data warehouse 
to organize their data into facts 
and dimensions. SAS can be used 
to join these tables, add business-
friendly column names, add formats 
and produce a wide, flat, long and 
denormalized table optimized for 
analytical exploration and ad hoc 
reporting. 

Alternatively, data can be imported 
directly into local storage, so you 
can push a local spreadsheet to  
the SAS server and start visually 
exploring the data in a few clicks.
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Data pours into the organization from 
every conceivable direction: from 
operational and transactional systems; 
from scanners, sensors and smart meters; 
from inbound and outbound customer 
contact points; from mobile media and 
the Web. Those streams of data contain  
a wealth of potentially valuable insight –  
if you can capture and analyze it.

But how do you manage such a torrent 
of data? Where would you store it? How 
long would it take to make sense of it? 
Traditional approaches, which apply 
analytics after data is stored, may provide 
insights too late for many purposes –  
and most real-time-enabled applications 
can’t deal with this much constantly  
flowing data.

Here’s an idea: Analyze it on the fly. Find 
what’s meaningful, grab only what you 
need, and get instant insights to react  

Understanding data in motion 
Event stream processing discovers interesting patterns in huge streams of data in motion

immediately and make the best decisions 
as data is flowing in. That’s the promise 
of event stream processing. Event stream 
processing continuously analyzes data  
as it flows into the organization, and  
then triggers an action based on the 
information flow. It is a form of complex 
event processing that empowers you (or 
an automated system) to spot patterns 
and make decisions faster than ever.

Three steps for streaming data
Managing data in motion is different 
from managing data at rest. Event stream 
processing relies on three principal  
capabilities – aggregation, correlation 
and temporal analytics – to deal with  
data in motion.

Aggregation. Let’s say you wanted to 
detect gift card fraud: “Tell me when the 
value of gift card redemptions at any 
point-of-sale (POS) machine is more 
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than $2,000 in an hour.” Event stream 
processing can continuously calculate 
metrics across sliding time windows of 
moving data to understand real-time 
trends. This kind of continuous  
aggregation would be difficult with  
traditional tools. With the SAS® Event 
Stream Processing Engine, it’s built in.

Correlation. Connect to multiple streams 
of data in motion and, over a period 
of time that could be seconds or days, 
identify that condition A was followed 
by B, then C. For example, if we con-
nect to streams of gift card redemptions 
from 1,000 POS terminals, event stream 
processing could continuously identify 
conditions that compare POS terminals 
to each other, such as: “Generate an 
alert if gift card redemptions in one 
store are more than 150 percent of  
the average of other stores.”

Temporal analysis. Event stream  
processing is designed for the concept  
of using time as a primary computing  
element, which is critical for scenarios 

where the rate and momentum of 
change matters. For example, sudden 
surges of activity can be clues to  
potential fraud. Event stream processing 
could detect such surges as they occur, 
such as: “If the number of gift card sales 
and card activations within four hours is 
greater than the average number of daily 
activations of that store in the previous 
week, stop approving activations.” Unlike 
computing models designed to sum-
marize and roll up historical data, event 
stream processing asks and answers 
these questions on data as it changes.

These three capabilities set event stream 
processing apart from other approaches 
by revealing what’s happening now, not 
just what happened in the past, so you 
can take action immediately. 

Enrich and empower your  
analytic applications
Event stream processing really proves its 
value when it is embedded into analytical 
applications, such as risk management, 
fraud detection and prevention, anti- 

Aggregation, correlation and temporal analysis set event 
stream processing apart from other approaches by revealing 
what’s happening now, not just what happened in the past, so 
you can take action immediately.



Event stream  
processing at a 
global bank
Complex event processing doesn’t 
mean the technology is too  
complicated to use. Quite the  
opposite. The term refers to the  
ability to identify complex  
sequences of conditions – as the 
data moves through the organiza-
tion. For example, one global bank 
is using event stream processing to 
perform value-at-risk calculations 
(VaR). The bank built a system that 
aggregates trading data on the fly 
into a single repository. So instead  
of waiting until the following day to 
get the latest reports, the risk 
 management team can have an  
up-to-date view of its risk exposures 
on an intraday basis. 

The bank can now individually  
evaluate every trade before the deal 
is made, and then accumulate it 
with other current trades to evaluate 
trends. Finally, the bank can  
synchronize this data with the global 
corporate data and change course 
on any decision if the VaR exceeds  
its risk appetite.
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money laundering and customer  
intelligence. Event stream processing can 
be used to detect patterns and filter  
relevant events to send to analytic 
solutions before data is stored. Or it 
can detect when the data for a specific 
independent calculation is available such 
that it can be immediately run, rather 
than having the analytic solution waiting 
until all data is available to run the most 
time-intensive calculation. With the ability 
to process millions of records per second 
(with latencies around a microsecond), 
the possibilities are limited only by  
imagination. Here are some idea-starters:

• �When transactions against the same 
credit card number come from four or 
more companies within one minute, 
deny the next request, flag the account 
and send a message to the fraud  
detection dashboard.

• �When stock level for the book The  
Da Vinci Code drops to 10 percent  
of minimum, given the last 10 hours  
of buying behavior, trigger the  
distribution center to begin the  
restocking process.

• �How many website visitors are going 
from the home page to About  
Company and clicking My Profile  
during a rolling, 10-minute window?

• �If the time between in-store credit card 
transactions in different cities is less 
than the travel time between those  
cities, put the account on hold and  
flag it for investigation.

Passionate about technology and innovation, Frédéric 
Combaneyre is an expert on event stream processing  
solutions. During his 19 years in the software industry,  
he has covered many domains, from business intelligence 
to information management. Combaneyre supports  
customers in multiple industries and speaks on a wide 
variety of topics at SAS and external conferences.

Event stream processing answers such 
questions while reducing storage require-
ments, computing demands and time  
to decision. When you consider the  
terabytes, petabytes and exabytes 
flowing in and around the organization, 
there’s enormous value in being able  
to quickly find the nuggets of value  
and using them to make better  
decisions, faster.

 online 
SAS® Event Stream Processing Engine: 
sas.com/iq-esp
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Health care policies and practices differ 
tremendously around the world, but three 
objectives are common regardless of the 
health care system. They are referred to, in 
the industry, as health care’s triple aim:

1. �Improving the patient experience  
(including quality and satisfaction).

2. Improving overall population health.
3. �Reducing the per capita cost of  

health care.

It might seem counterintuitive that you 
could accomplish all three at once, but 
there are changes afoot in many aspects 
of the industry that are enabling a  
simultaneous shift in all three areas. 

In this article, I will focus on three areas 
in particular that are driving change and 
increasing the use of analytics in health 
care. They are:

The role for big data in health care’s triple aim 
Improving care, improving health and reducing costs with analytics

1. �The promise of value-based health care.
2. �The ability to track more aspects of 

health care.
3. �The trend toward engaging patients as 

more active consumers.

Each of these areas alone has the  
potential to contribute highly to a  
positive development of how health 
care is practiced and paid for, and 
together, they have the potential to 
significantly improve the triple aim.

The promise of value-based 
health care
Since traditional methods have proven 
insufficient to manage health care, and 
modern technology has created the 
means to analyze large quantities of  
information, the timing is right to move 
toward a value-based perspective in 
health care. 
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What is value-based health care? It is an 
approach that focuses on health outcome 
per dollar spent. The value-based system 
pays providers based on their contribu-
tions to desired outcomes. Traditional  
fee-for-service or pay-for-volume  
methodologies have proven over time  
to discourage achieving the triple aim. 
With a value-based approach, quality  
and satisfaction increase, and innovation  
is encouraged. 

Let’s consider payment for hip replace-
ments. The traditional method provides 
payment according to the number of 
procedures performed and – in some  
systems – leads to a fixed number of 
procedures. Payers who define and 
reimburse according to patients’ desired 
functions or results have more incentive  
to achieve patient value. 

The push toward a value-based empha-
sis will require new systems for managing 
and analyzing health care data, including 
new efforts for standardization, measur-
ing outcomes and understanding quality 

measures in health care. Ultimately, the 
efforts will lead to a number of benefits. 
Value-based health care increases pres-
sure for innovations, which could make 
operations easier and will discourage 
unnecessary operations.  Processes that 
focus on quality and increased health 
outcome per dollar spent will increase 
the efficiency of health care. 

Furthermore, a successful introduction of 
value-based health care can have positive 
effects far beyond medical care domains. 
Clinical researchers, as well as industries 
like pharmaceuticals and medical  
technologies, have everything to gain 
from a value-based approach in the  
health care industry.

The ability to track more  
aspects of health care
Value-based health care puts high 
demands on the ability to record and 
monitor data regarding specific  
information and achieved quality.  
Typically, a risk-based adjustment is 
 applied to compare fairly. This  

Value-based health care puts high 
demands on the ability to record  
and monitor data regarding  
specific conditions and symptoms, 
procedures and resulting quality.

adjustment accounts for different results 
depending on the age and health of the 
patient, among other factors. 

One way of approaching these informa-
tion needs is to establish registries that 
focus on health care outcomes. Sweden 
provides a good example of how a 
long tradition of disease registries can 
contribute to platforms for data man-
agement and analysis in health care. 
Sweden has nearly 90 government-sup-
ported disease registries (also known 
as national guidelines), many of them 
established by the medical societies of 
the relevant specialty. These registries 
contain historical data related to patients 
with a specific diagnosis or condition.

Sweden’s registries cover conditions  
representing more than 25 percent of  
total national health expenditures and 
provide a solid base for Swedish health 
care to benchmark and assess perfor-
mance on various aspects of the health 
care system. The registries enable 
in-depth analysis of performance varia-
tions. Best practices can be identified 
and continuously improved over time by 
evaluating registry data. There are several 
examples from Swedish health care where 
improvements are focused on quality but 
also led to cost control and reductions. 

Finally, the aggregate data in the registries 
is made available to the public, which 
leads to demonstrated clinical improve-
ments as well as the ability to understand 
comparative effectiveness. Since citizens 
can access the information, it provides 
a competitive incentive for even better 
results. For example, a recent study of 
Sweden’s National Registry for Acute 
Coronary Care showed hospitals that  
followed absolute adherence to standards 
were numerically higher in all five 
 value-based indicators studied. 

Engaging patients as consumers 
With more and more health care data 
becoming available, patients are taking an 



What can  
we predict? 
Huge amounts of health data is now 
being collected, including e-records, 
health databases and personal health 
care records. How can this data be used 
to improve health care? These are just 
some of the important predictions that 
can be made:

• �Identify patients and  
populations at risk.

• �Understand adherence  
to prescriptions.

• �Forecast future health  
care utilization.

• �Identify adverse drug events.

• �Improve selection of candidates for 
patient-centered interventions.

• �Predict future health outcomes.

• �Identify costly procedures, waste 
and delays.

• Detect safety issues and risks.

active interest in their health care choices. 
For starters, patients have become more 
eager to evaluate services using informa-
tion from the Web and other channels. 
This underlines the importance of using 
analytics for risk adjustment to provide 
the consumer with the right information to 
make informed and fact-based decisions.

As patients become more informed, 
they not only demand the most modern 
health care, but they also tend to take a 
role in collecting and sharing their own 
health care data with providers. This can 
increase patient adherence to physician 
instructions, which is a critical factor in 
adverse events or post-discharge gaps in 
appropriate care.

The Swedish Rheumatoid Arthritis Registry 
is another example of an opportunity to 
continuously monitor patients’ conditions 
and treatment outcomes. 

With rheumatoid arthritis, it is essential 
for patients to be engaged in their own 
treatments. Doctors therefore provide the 
patient with access to a Web interface or 
even an app where she has to answer a 
number of questions and evaluate her 
own health status. The patient assesses 
her ability to perform daily activities, such 
as vacuuming, taking a bath and cutting 
meat. The patient indicates the degree 
of pain and self-registered swelling and 
tenderness. In this way, the doctor gets 
access to the current state of the patient’s 
health. The physician can analyze the 
patient’s health status over time and also 
compare data from the disease registry. 
Based on this proactive analysis, the 
treatment can be adjusted and potential 
problems prevented.  

Big data and the triple aim
Gathering large amounts of data in 
health care has previously been time 
consuming for clinical staff. New technol-
ogies such as high-performance analytics 
are making it easier to turn large amounts 
of data into critical and relevant insights 

that can be used to provide better care. 
Analytics can even be used to predict 
negative reactions and intervene before 
they become a problem.

For example, unstructured data can be 
captured via text mining from patient 
records for use in disease registries. This 
means information can be gathered with-
out causing additional work for clinicians. 
With a large information base, analytics 
can answer questions such as how and 
why outcomes differ between hospitals, 
clinics and even between doctors per-
forming the same care. Transparent, highly 
available information can thus improve 
quality and encourage innovation. 

As information becomes increasingly 
available, transparent and comparable, 
patients will also be empowered and 
more involved in their own treatment 
via online health applications, which can 
integrate patient information with their 
health records and make it available to 
clinicians. A large amount of data gath-
ered from different sources provides the 
best practices for today, and will help 
health care providers identify trends so 
they can achieve the triple aim. 

Journal of the American Heart Association. “Quality Improvement in 
Coronary Care: Analysis of Sustainability and Impact on Adjacent Clinical 
Measures After a Swedish Controlled, Multicenter Quality Improve-
ment Collaborative.” August 6, 2012. jaha.ahajournals.org/content/1/4/
e000737.full
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Dutch hospital brings analytics to the workplace 
From data warehouses to data visualization, Ziekenhuis Gelderse Vallei expands  
analytics from back office to patient care

Like many modern hospitals, Ziekenhuis 
Gelderse Vallei has implemented an 
organizational structure that is based on 
results, with a system that measures  
performance for individual profit centers 
or units. This means that business  
decisions are made at lower levels within 
the organization. In order to provide 
these units with a way to measure  
performance and plan for the future, 
Ziekenhuis Gelderse Vallei implemented 
SAS Visual Analytics. In five questions, Rik 
Eding, a data specialist for the hospital, 
gives an impression of the importance  
of this technology and how it affects  
his organization.

How important is data for your 
organization? 
Rik Eding: In 2005, health care in the 
Netherlands was liberalized. In that 
same year, we started building a data 

warehouse and implementing business 
intelligence (BI). In those early days, we 
used SAS only in the finance department. 
But throughout the years, we collected 
more and more care-related information in 
our data warehouse so we could examine 
our primary processes. Analyzing care 
data also helps us interact better with the 
insurance companies. After all, the hospital 
has a much better view of the market share 
than the insurer. Whenever necessary 
and relevant, we can also add external 
data sources to our data warehouse. One 
example is patient social background 
information from the Institute of Social  
Research. It is commonly known among 
doctors that people of a lower socioeco-
nomic standing have a higher mortality 
rate. One of our doctors wanted to link 
patient diagnoses with socioeconomic 
backgrounds to better understand  
mortality risks. This way, we can better treat 

each patient based on his or her individual 
situation.

Who uses the obtained insights 
– and what for? 
Eding: The entire hospital uses the 
information. As indicated earlier, we 
started with BI in the finance department 
and steadily started adding new sources 
to our data warehouse so we could do 
more analyses. We have now invested in 
SAS Visual Analytics, so we can provide 
our units with timely information.  
Previously, our colleagues on the floor 
could not produce reports or generate 
analyses. They used to ask us to do that 
for them. In our experience, every report 
we make generates 10 subsequent  
questions. With SAS Visual Analytics we 
give them the tools to create these re-
ports themselves – and find the answers.
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“�One of our lung specialists requested to 
include data from the Royal Meteorological 
Institute in our data warehouse… now they 
can use weather patterns to better predict 
when patients are more likely to have  
breathing complaints, and adapt the  
treatment accordingly.”
Rik Eding, Data Specialist, Ziekenhuis Gelderse Vallei

How do analytics and  
visualization help with decision 
making in your hospital? 
Eding: It helps in many ways. We analyze 
logistical processes around patients,  
and this allows us to identify potential 
bottlenecks. An example is a recent dis-
covery that the average period patients 
had to wait to get treated for hernias 
had gone up. When we looked closer 
at the data, however, we found that two 
patients had postponed their operations 
due to holidays. When we left those two 
cases out, it turned out that the average 
waiting period had in fact gone down. 
This is meaningful information. In another 
example, one of our lung specialists 
requested to include data from the  
Royal Meteorological Institute in our  
data warehouse. Based on that data, now 
they can use weather patterns to better 
predict when patients are more likely  
to have breathing complaints, and  
adapt the treatment accordingly. This is 
fantastic, of course.

What results has Ziekenhuis 
Gelderse Vallei achieved with 
visual analytics?
Eding: We are currently in the middle 
of rolling out the solution, and we still 
look forward to reaping real, measurable 
results. We are not worried, though. There 
is plenty of low-hanging fruit. Analytics has 
come a long way from being just the tool 
of the finance department that it once was. 
It has long since become a part of the care 
process itself, initially to monitor the KPIs, 
such as the waiting lists, length of hospital 
stay and the number of treatments. Now, 
it is used increasingly in medical areas. As 
a result, we are able to really improve the 
quality of care, and the financial people 
are happy with that as well. It often means 
a reduction in costs. It goes both ways.

What do you still hope to 
achieve with analytics and  
visualization? 
Eding: I’d like for everybody to catch the 
analytics bug. As a BI team, we can provide 
reports, but the units know which informa-
tion they need the most. This is also the 
reason why my role keeps moving more 

from data specialist toward information 
analyst. I help the individual cost centers 
along and stimulate them to generate 
their own ideas for possible analyses. It’s 
a fun job, because with a tool like SAS 
Visual Analytics it is easy to get people 
excited. It looks great and it is easy to use. 
Whenever I explain, users start beaming 
with creativity, and they will ask, “Can I do 
this or that, too?” There is a danger in that, 
though. I notice with me, that it’s pretty 
addictive to dig deeper  
and deeper all the time. Once you have 
established the broad lines, you keep 
going to find new correlations. It’s hard to 
stop. Before you know it, our psychiatrists 
are going to be working overtime,  
treating their own colleagues from this 
new form of addiction [laughter]. When 
that happens, I will have reached my goal.

 online 
How different companies  
use data visualization: 
sas.com/iq-futurebright

SAS Netherlands:
sas.com/netherlands
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